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#### Abstract

We present the first investigation of in situ high-pressure and high-temperature bubble growth in silicic melts. In a hydrothermal diamond-anvil cell, a haplogranite melt ( $79 \mathrm{wt} \% \mathrm{SiO}_{2}$ ) is hydrated then subjected to cooling and decompression. With decreasing pressure, water exsolves from the melt and bubbles grow. The whole experiment is observed through an optical microscope and video-recorded, so that bubble nucleation, bubble growth, and the glass transition are directly monitored. Bubbles nucleate and expand in melt globules having radii from 15 to $70 \mu \mathrm{~m}$. Bubbles reached $3.6-9.1 \mu \mathrm{~m}$ in radius within 6.1-11.7 s (until the glass transition is attained) while temperature decreases from $709-879^{\circ} \mathrm{C}$ to $482-524^{\circ} \mathrm{C}$, corresponding to decompressions from $7.0-21.9$ to $3.4-15.2 \mathrm{kbar}$. Bubbles nucleated either in a single event occurring within the first second or in successive pulses over a period of up to 7 s when the melt globules are in contact with a diamond culet of the cell. In these experiments, bubble growth can be fitted to the cube root or a logarithm of time, mainly ascribable to the combination of large water oversaturations due to rapid cooling and decompression. At pressures of $3.4-15.2 \mathrm{kbar}$, we measure glass transition temperatures that are $20-80^{\circ} \mathrm{C}$ higher than those calculated at atmospheric pressure. © 2001 Elsevier Science B.V. All rights reserved.
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## 1. Introduction

Magma degassing occurs during volcanic eruptions due to the exsolution of the volatiles dissolved in the melt at depth. This results from the decrease of the volatile solubility in melts with decreasing pressure [1]. Bubbles grow by dif-

[^0]fusion of the volatiles dissolved in the melt through the melt-vapor interface and by gas expansion as pressure decreases. These processes drastically change the physical and chemical properties of the magmas, the flow properties within the conduit, and therefore the ascent rates that finally control the eruption regime. Therefore, much effort has been devoted to understand the dynamics of bubble growth in magmas in order to model volcanic eruptions.
Bubble growth models have evolved from the consideration of a single bubble expanding in a superheated infinite one-phase system [2] to many
identical cells of one bubble surrounded by melt, in which the bubble grows from a volatile-oversaturated melt at constant pressure and temperature [3-5] or under decompression [3,5-7]. Theoretical results are obtained by solving equations of volatile diffusion in the melt, viscous deformation of the melt, and mass balance of volatiles at the bubble interface. At constant pressure and temperature and for relatively long durations, models predict that bubble growth is proportional to a square root of time mainly controlled by the volatile diffusivity in the melt.

Theoretical models have been experimentally tested at atmospheric pressure under increasing temperature using heating stage devices [8-10]. These in situ methods allow the direct observation of the process of bubble growth and enable the precise observation of the timescale of vesiculation. However, these experiments better simulate bubble growth in domes (under cooling at constant pressure) than during magma ascent in the conduit (under decompression at nearly constant temperature). To better simulate bubble growth in ascending magmas, experiments have been performed in rapid-quench autoclaves, in which bubbles nucleate at constant pressure and temperature from an oversaturated rhyolitic melt [11,12] or under controlled decompression [13]. After quench, bubble sizes and number density are measured. Although the procedure better compares with natural process, it is not an in situ observation and does not allow the monitoring of the entire vesiculation process.

Here, we present the first in situ high-pressure and high-temperature study of bubble growth in silicic melts using a hydrothermal externally heated diamond-anvil cell. The procedure allows us to observe and measure the timescales of bubble nucleation, bubble growth, and the glass transition that can be compared to theoretical and analytical models.

## 2. Materials and methods

### 2.1. Starting materials

The starting material is a synthetic bubble-free
haplogranite glass (HPG8, $\mathrm{SiO}_{2}$ : 78.6, $\mathrm{Al}_{2} \mathrm{O}_{3}$ : $12.5, \mathrm{Na}_{2} \mathrm{O}: 4.6, \mathrm{~K}_{2} \mathrm{O}: 4.2 \mathrm{wt} \%$, microprobe analyses). This glass was synthesized by fusing a mixture of dry powders of Si and Al oxides with Na and K carbonates at $1400-1675^{\circ} \mathrm{C}$ and 1 atm . The fused batches were loaded into a box furnace and stirred until it becomes homogeneous and devoid of bubbles. In order to enhance the further hydration in the diamond-anvil cell, we started with pre-hydrated glasses. This pre-hydration was performed by sealing the required amount of HPG8 glass powder and distilled water into Pt capsules and annealing it for 6 days at $1000^{\circ} \mathrm{C}$ and 3 kbar (Institut für Mineralogie, Hannover, Germany). The water content of the hydrated glass was measured by Fourier transform infrared spectroscopy at $2.4 \mathrm{wt} \%$. Thin fragments of glass were crushed to the size corresponding to the sample chamber ( $<100 \mu \mathrm{~m}$ thick, $\sim 300 \mu \mathrm{~m}$ Ø).

### 2.2. Experiments

Bubble nucleation and growth are observed in situ at high pressures and high temperatures in a modified Bassett-type hydrothermal diamond-anvil cell $[14,15]$. In this cell, the sample is contained in a hole bored in the center of a rhenium gasket, compressed by two type-I diamonds of 0.21 carat with 1 mm flats. Heating is achieved by passing a high electrical current through molybdenum wires around tungsten carbide seats holding the diamonds. During the entire experiment, an $\mathrm{Ar}-\mathrm{H}_{2}$ gas mixture ( $2 \mathrm{vol} \% \mathrm{H}_{2}$ ) is introduced into the cell to prevent oxidation of the diamonds and the molybdenum heater. The temperature is measured by two thin wire K-type thermocouples attached to the diamonds. The temperature in the sample chamber is calibrated against these thermocouples by measuring the melting points of $\mathrm{NaNO}_{3}, \mathrm{CsCl}$, NaCl , sulfur, and ice in the cell at room pressure. The calibration curve has a standard error of $\pm 2^{\circ} \mathrm{C}$. Temperatures may be measured every 0.1 s .

Pressures at any given temperature may be computed from the equation of state of water [ 16,17 ] and the knowledge of its density at a known temperature. The pressure estimation during the experiments is based on the fact that the sample cavity is filled with water and remains of
constant volume on cooling [14,15]. In order to stabilize the volume of the sample chamber during cooling, the hole of the gasket was first filled with water and an air bubble to give the desired bulk density and cycled through the relevant temperature range several times, until the homogenization temperature of the fluid becomes virtually constant. The initial sample chamber diameter is $500 \mu \mathrm{~m}$. During gasket stabilization this diameter is reduced to about $400 \mu \mathrm{~m}$, and then diminishes progressively during the successive experiments until the available volume becomes too small for good observation. This is due to the fact that during heating, the metal gasket softens and yields under the force applied to the diamonds. Variations in the volume of the sample cavity modify the density of the fluid (which becomes higher for each heating-cooling cycle), so that pressure increases with successive experiments.

For an experiment, the cell is loaded with the sample (pieces of glass), water and an air bubble and heated to the desired temperature. The water density prevailing during the experiment is calculated [18] by measuring the homogenization temperature of the air bubble after cooling (100$200^{\circ} \mathrm{C}$ ). At these low temperatures, we assume that the fluid has properties similar to pure water, based on the low solubility of silicate glasses in water at these conditions [19]. This density is used for pressure calculation at the run conditions [ 16,17$]$. The error on the calculated pressure is estimated to be maximum $\pm 2$ kbar.

## 3. Results

### 3.1. Progress of the experiment

The whole experiment can be described in the following steps. The first step is the melting of the glass fragments and their hydration at a given temperature, which defines the pressure and therefore the melt water content (both calculated at the conclusion of the experiment). Once globules of silicate melts have equilibrated with the aqueous phase at the chosen maximum temperature, we switch off the power of the heater (corresponding to time $=0 \mathrm{~s}$ ), causing a non-linear cooling rate of
$2-8^{\circ} \mathrm{C} /$ s during the first second to $\sim 32^{\circ} \mathrm{C} / \mathrm{s}$ after 2 s . This cooling induces decompression rates of $300-600 \mathrm{bar} / \mathrm{s}$. For one experiment (\#8), cooling was manually controlled (without switching off the furnace) at a rate of $2^{\circ} \mathrm{C} / \mathrm{s}$, giving a decompression rate of $24 \mathrm{bar} / \mathrm{s}$ (Fig. 1). Because water solubility decreases with decreasing pressure and temperature [1] in this second step, water exsolves from the melt. Water exsolution is physically observed by bubble nucleation in the melt globules. As temperature and pressure both decrease, these bubbles grow until the glass transition temperature is reached (except for experiment \#8) marking the end of the experiment. As the experiments are video-recorded, together with temperature and time, the processes and the timescales of bubble nucleation, bubble growth, and glass transition are precisely observed and the bubble sizes may be measured on frame-captured images every 0.2 s using an image analysis software. Very few bubbles (zero to five, usually only one) can be satisfactorily measured per experiment due to the lim-


Fig. 1. Cooling rates (a) and corresponding decompression rates (b) of four selected experiments.
Table 1
Experimental and analytical conditions

| Exp \# | Initial conditions ( $t=0 \mathrm{~s}$ ) and first nucleation event |  |  | Last nucleation event |  | Final conditions at the glass transition (except for \#8) |  |  |  |  |  |  | $\Delta T$$\left({ }^{\circ} \mathrm{C}\right)$ | $\Delta P$ <br> (kbar) | $\begin{aligned} & \Delta C_{\mathrm{w}} \\ & (\mathrm{wt} \%) \end{aligned}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $T_{\mathrm{i}}$ <br> $\left({ }^{\circ} \mathrm{C}\right)$ | $\begin{aligned} & P_{\mathrm{i}}^{\mathrm{a}} \\ & \text { (kbar) } \end{aligned}$ | $\begin{aligned} & C_{\mathrm{wi}}^{\mathrm{b}} \\ & (\mathrm{wt} \%) \end{aligned}$ | $T$ <br> $\left({ }^{\circ} \mathrm{C}\right)$ | $\begin{aligned} & t \\ & \text { (s) } \end{aligned}$ | $\begin{aligned} & T_{\mathrm{f}}^{\mathrm{v}} \\ & \left({ }^{\circ} \mathrm{C}\right) \end{aligned}$ | $\begin{aligned} & P_{\mathrm{f}}^{\mathrm{a}} \\ & \text { (kbar) } \end{aligned}$ | $\begin{aligned} & C_{\mathrm{wf}}^{\mathrm{b}} \\ & (\mathrm{wt} \%) \end{aligned}$ | $t$ (s) | $\begin{aligned} & q^{\mathrm{d}} \\ & \left({ }^{\circ} \mathrm{C} / \mathrm{s}\right) \end{aligned}$ | $\begin{aligned} & R_{\mathrm{m}}^{\mathrm{e}} \\ & (\mu \mathrm{~m}) \end{aligned}$ | $\begin{aligned} & R^{\mathrm{e}} \\ & (\mu \mathrm{~m}) \end{aligned}$ |  |  |  |
| $31^{\text {f }}$ | 784 | 7.0 | 12.4 | 597 | 5.4 | 493 | 3.4 | 6.6 | 8.1 | 37 | 67 | $\sim 8$ | 291 | 3.6 | 5.8 |
| $24^{\text {f }}$ | 808 | 7.0 | 12.7 | 650 | 5.1 | 520 | 3.4 | 6.9 | 9.1 | 36 | 40 | 9.1 | 288 | 3.6 | 5.8 |
| $30 \mathrm{~A}^{\mathrm{f}}$ | 712 | 7.8 | 12.3 | 580 | 4.4 | 520 | 5.0 | 7.6 | 6.1 | 35 | $\sim 40$ | 7.6 | 192 | 2.8 | 4.7 |
| $17^{\text {f }}$ | 785 | 7.9 | 13.6 | 783 | 0.8 | 524 | 4.4 | 7.3 | 11.7 | 27 | 29 | 3.6 | 261 | 3.5 | 6.3 |
| $32 \mathrm{~A}^{\mathrm{f}}$ | 794 | 8.1 | 14.0 | 600 | 6.6 | 498 | 4.6 | 7.2 | 9.5 | 36 | 31 | 7.6 | 296 | 3.5 | 6.8 |
| $26^{\text {f }}$ | 791 | 8.9 | 15.0 | 661 | 4.6 | 503 | 4.6 | 7.2 | 9.5 | 34 | 46 | 8.4 | 288 | 4.3 | 7.8 |
| $32 \mathrm{~B}^{\text {f }}$ | 793 | 8.9 | 15.0 | 608 | 6.4 | 482 | 4.3 | 6.8 | 10.1 | 34 | $\sim 60$ | $\sim 8$ | 311 | 4.6 | 8.2 |
| $30 \mathrm{~B}^{\text {f }}$ | 734 | 9.2 | 14.3 | 582 | 5.4 | 502 | 5.5 | 7.5 | 7.7 | 36 | 40 | 7.6 | 232 | 3.7 | 6.8 |
| 27 | 743 | 9.6 | 14.9 | 737 | 0.6 | 505 | 5.8 | 7.7 | 7.7 | 33 | 39 | 7.8 | 238 | 3.8 | 7.2 |
| 35 | 778 | 10.4 | 16.8 | 570 | 6.2 | 503 | 5.9 | 7.7 | 8.3 | 39 | 28 | 7.6 | 275 | 4.5 | 9.1 |
| 29 | 728 | 10.5 | 15.5 | 726 | 0.4 | 522 | 6.9 | 8.2 | 7.3 | 34 | 29 | 6.5 | 206 | 3.6 | 7.3 |
| 10_1 | 775 | 12.3 | 19.4 | 767 | 1.6 | 504 | 7.4 | 8.1 | 10.7 | 31 | 20 | 5.1 | 271 | 4.9 | 11.3 |
| 10_2 | 775 | 12.3 | 19.4 | 767 | 1.6 | 504 | 7.4 | 8.1 | 10.7 | 31 | 22 | 4.5 | 271 | 4.9 | 11.3 |
| 4 | 821 | 13.0 | 22.3 | 820 | 0.4 | 508 | 7.4 | 8.1 | 11.7 | 33 | 22 | 6.5 | 313 | 5.6 | 14.2 |
| 15_1 | 750 | 15.5 | 22.5 | 748 | 0.6 | 502 | 10.2 | 8.3 | 11.3 | 27 | 22 | 6.5 | 248 | 5.3 | 14.2 |
| 15_2 | 750 | 15.5 | 22.5 | 748 | 0.6 | 502 | 10.2 | 8.3 | 11.3 | 27 | 26 | 6.0 | 248 | 5.3 | 14.2 |
| 16 | 709 | 16.3 | 20.7 | 708 | 0.4 | 492 | 11.4 | 8.0 | 9.5 | 27 | 31 | 6.2 | 217 | 4.9 | 12.7 |
| 5 | 743 | 21.9 | 30.4 | 663 | 4.8 | 493 | 15.2 | 7.8 | 11.5 | 27 | 28 | 6.5 | 250 | 6.7 | 22.6 |
| 8 | 879 | 12.6 | 23.9 | - | - | 867 | 12.4 | 23.0 | 8.2 | 2 | 70 | 7.0 | 12 | 0.2 | 0.9 |

${ }^{\text {a }}$ Pressure calculated after $[16]$ ( $\pm 1 \mathrm{kbar}$ for pressures $<15 \mathrm{kbar}$ to $\pm 2 \mathrm{kbar}$ for pressures $>15 \mathrm{kbar}$ ). ${ }^{\mathrm{b}}$ Water content calculated after [20] ( $\pm 1.5 \mathrm{wt} \%$ at pressures $<15 \mathrm{kbar}$ to $\pm 3 \mathrm{wt} \%$ at pressures $>15 \mathrm{kbar}$ ). ${ }^{c}$ Final temperatures assumed to be the glass transition temperatures (except for $\# 8$; maximum $\pm 20^{\circ} \mathrm{C}$, see text). ${ }^{\mathrm{d}}$ Cooling rate after 2 s .
${ }^{\mathrm{e}} R_{\mathrm{m}}$ is the radius of the melt globule that contains the water bubble of final radii $R( \pm 0.3 \mu \mathrm{~m})$.


Fig. 2. Frame-captured images of experiments $\# 4(\mathrm{a}-\mathrm{c})$ and $\# 32 \mathrm{~B}(\mathrm{~d}-\mathrm{f})$. Top pictures are taken at 0 s time, when the power of the heater was switched off. Melt globules are devoid of crystals and bubbles. The middle pictures are at $t=1 \mathrm{~s}$, showing that water exsolved and bubbles grew in the melt globules. The bottom pictures are at the glass transition, after 11.7 and 10.1 s for experiments \#4 and \#32B, respectively. Temperatures (not corrected) given by the two thermocouples and time appear on each picture on the upper and bottom left corners, respectively. Note that pictures e and $f$ of $\# 32 B$ show flattened water bubbles resulting from the contact between the melt globules and the lower-diamond culet.


Fig. 3. Bubble growth. a: Experiment \#4; b: experiment \#15; c: experiment \#32A; d: experiment \#8. The plain circles represent the measured bubble radius ( $\pm 0.3 \mu \mathrm{~m}$ ) as a function of time. The logarithm law (plain line) is a fit of these experimental data. The coefficients of the square-root laws are calculated for the bubble radius at 1 s (long-dashed line) and final time (diamonds). The coefficient of the time cube-root law is defined for the bubble radius at the final time (short-dashed line).
itation of the focus of the microscope. Indeed, the focus (fixed during the decompression) gives us a thin layer through the whole volume of the sample chamber, and therefore a small number of bubbles. Among these potentially measurable bubbles, we have to rule out the coalescing bubbles and the moving bubbles that go out of focus. The experimental conditions are reported in Table 1.

Initial temperatures range from 709 to $879^{\circ} \mathrm{C}$ and corresponding water pressures are between 7.0 and 21.9 kbar [16]. We calculated the water
contents in the melt after the model of [20], which is valid for haplogranite compositions at temperatures of $500-1350^{\circ} \mathrm{C}$ and pressures up to 8 kbar . This model requires water fugacities that we calculated after [21]. We extrapolated the calculation of [20] for pressures higher than 8 kbar (up to 22 kbar). This may be justified as we compute an initial water content of $22 \pm 3 \mathrm{wt} \%$ for experiment \#15 ( $750^{\circ} \mathrm{C}, 15.5 \mathrm{kbar}$ ) which is in good agreement with the $26 \pm 8 \mathrm{wt} \%$ determined in situ by infrared spectroscopy measurements using the same diamond-anvil cell, for a haplogranite

Table 2
Bubble growth laws

| Exp \# | Logarithm |  | Square-root law |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | $t<1 \mathrm{~s}$ |  | whole $t$ range | $t>1 \mathrm{~s}$ | whole $t$ range |
|  | $R=A \times \ln (t)+B$ |  | $R=C 1 \times(t)^{1 / 2}$ |  | $\begin{aligned} & R=C 2 \times(t)^{1 / 2} \\ & C 2 \end{aligned}$ | $R=C 3 \times(t)^{1 / 3}$ |  |
|  | $A$ | $B$ | $C 1$ | $\log (t) / \log (R)$ |  | $\log (t) / \log (R)$ | C3 |
| $31^{\text {a }}$ | 1.6 | 4.1 | 4.5 | 1.6 | 2.8 | 3.2 | 4.0 |
| $24^{\text {a }}$ | - | - | (2.9) | (2.3) | (3.0) | (1.8) | (4.4) |
| $30 \mathrm{~A}^{\text {a }}$ | - | - | 4.5 | - | 3.1 | 4.0 | 4.2 |
| $17^{\text {a }}$ | (0.8) | (1.6) | (1.6) | (1.3) | (1.0) | (3.1) | (1.6) |
| $32 \mathrm{~A}^{\text {a }}$ | 1.7 | 3.7 | 3.9 | 1.7 | 2.4 | 2.9 | 3.7 |
| $26^{\text {a }}$ | 1.9 | 4.1 | 4.0 | 1.1 | 2.7 | 3.9 | 4.0 |
| $32 \mathrm{~B}^{\text {a }}$ | 2.0 | 4.0 | 3.9 | 1.8 | 2.5 | 4.2 | 3.7 |
| $30 \mathrm{~B}^{\text {a }}$ | 1.8 | 3.7 | 3.9 | 1.1 | 2.7 | 3.4 | 3.9 |
| 27 | 1.7 | 4.0 | 3.9 | 1.9 | 2.8 | 3.2 | 3.9 |
| 35 | 1.7 | 3.9 | 4.5 | 0.7 | 2.6 | 3.4 | 3.8 |
| 29 | 1.4 | 3.7 | 3.4 | 2.1 | 2.4 | 3.2 | 3.4 |
| 10 | 1.1 | 2.7 | 2.9 | 1.2 | 1.6 | 4.3 | 2.3 |
| 4 | 1.3 | 3.0 | 3.2 | 2.4 | 1.9 | 3.1 | 2.9 |
| 15 | 1.3 | 3.2 | 3.1 | 2.1 | 1.9 | 3.4 | 2.9 |
| 16 | - | - | (1.7) | (1.2) | 2.0 | - | 2.9 |
| 5 | 1.5 | 2.7 | 2.5 | 2.1 | 1.9 | 2.9 | 2.9 |
| 8 | 1.6 | 3.2 | 3.6 | 0.8 | (7.0) | 3.6 | 3.5 |
| Average ${ }^{\text {b }}$ | $1.6 \pm 0.2$ | $3.4 \pm 0.5$ | $3.7 \pm 0.6$ | $1.6 \pm 0.5$ | $2.4 \pm 0.4$ | $3.5 \pm 0.4$ | $3.5 \pm 0.5$ |

${ }^{\text {a }}$ Experiments with extrinsic nucleation mode.
${ }^{\mathrm{b}}$ Statistics calculated without the values in parentheses, for which we suspect abnormal bubble growth.
composition, at pressure and temperature conditions similar to our experiment \#15 [22].

### 3.2. Bubble nucleation

Bubbles nucleated in crystal-free melt globules of radius sizes from $\sim 20$ to $70 \mu \mathrm{~m}$ (Fig. 2). No nucleation occurred in melt globules below $15 \mu \mathrm{~m}$ in radius and within the outer rim of $\sim 10-22 \mu \mathrm{~m}$ of larger globules. We observe two different types of bubble nucleation, an intrinsic mode where bubbles nucleate at random within the melt globules and an extrinsic mode where bubbles nucleate at diamond-melt interfaces when globules touch the culets. Intrinsic nucleation prevails for initial pressures $>9.5 \mathrm{kbar}$ (Table 1) and can be delayed up to 1 s , depending on the size of the melt globule. For instance in experiment \#27, at $t=0.2 \mathrm{~s}$, the first bubbles occur in the two globules with radii $>50 \mu \mathrm{~m}$, followed by nucleation in the 39 $\mu \mathrm{m}$ radius globule at 0.6 s , the last bubbles occurring in the $34 \mu \mathrm{~m}$ globule at 1.0 s . We emphasize
here that only one nucleation event occurs per melt globule, leading to round bubbles. The extrinsic nucleation mode is restricted to initial pressures $<9.5 \mathrm{kbar}$ and leads to many flattened (non-measurable) bubbles that are actually hemispheres wetted on the lower-diamond culet. This main nucleation event is followed by further intrinsic nucleations (giving measurable round bubbles) within the same melt globule occurring over periods up to 7 s (Fig. 2e,f; Table 1). This type of nucleation is particularly well illustrated in experiment \#31 (the lowest initial pressure), in which a late nucleation event occurred at $t=5.4 \mathrm{~s}$ in a $67 \mu \mathrm{~m}$ radius melt globule, strongly obscuring the observation of the previous bubbles.

### 3.3. Bubble growth

Bubbles expanded during $6.1-11.7 \mathrm{~s}$, reaching radii between 3.6 and $9.1 \mu \mathrm{~m}$ for temperature differences of $192-313^{\circ} \mathrm{C}$, corresponding to decompressions of 2.9-6.6 kbar and water losses of 4.7-


Fig. 4. Glass transition temperatures $\left(T_{\mathrm{g}}\right)$ as a function of the final water content. The plain triangles are the observed $T_{\mathrm{g}}\left( \pm 15^{\circ} \mathrm{C}\right)$ labelled with the final pressures in kbar. The dots are the $T_{\mathrm{g}}\left( \pm 10^{\circ} \mathrm{C}\right)$ calculated after [33] at atmospheric pressure for a cooling rate of $32^{\circ} \mathrm{C} / \mathrm{s}$. The dashed line is the best linear fit of the calculated $T_{\mathrm{g}}$.
$22.6 \mathrm{wt} \%$ (Table 1). The bubble measured in experiment \#8 reached $7 \mu \mathrm{~m}$ in radius for a temperature decrease of $12^{\circ} \mathrm{C}$, corresponding to a decompression of 0.2 kbar. Comparing bubble sizes in experiments \#26 and \#32B performed at similar pressure and temperature show that the radius of the melt globule in which the bubble expanded ( 46 and $\sim 60 \mu \mathrm{~m}$, respectively) has no significant influence on the final bubble radius ( 8.4 and $\sim 8 \mu \mathrm{~m}$, respectively). At pressures below 10 kbar, bubbles have an average radius of $7.5 \pm 1.5$ $\mu \mathrm{m}$, compared to $6.1 \pm 0.8 \mu \mathrm{~m}$ above 10 kbar (Table 1). Fig. 3 displays the measured bubble radius versus time of four selected experiments. Bubble radii seem to expand in steps which length increases with time. Unfortunately, the measurement errors (precision is not better than $\pm 0.3$ $\mu \mathrm{m})$ do not enable us to discern between a step by step and a continuous growth with time. The final radii of the melt globules grew at most 0.5 $\mu \mathrm{m}$ relative to their initial radius (before bubble nucleation).

We observed little bubble coalescence, mainly occurring at the very first stage of the bubble
growth. Little coalescence results from both little bubble movement within the melt and a drastic increase of melt viscosity as temperature drops [23]. Coalesced bubbles were not considered in the measurements.

### 3.4. Bubble quench - glass transition

Bubbles cease expansion when the melt viscosity reaches a high threshold value at temperatures close to the glass transition temperature ( $T_{\mathrm{g}}$ ). Visible evidence for achieving high melt viscosities is the inhibition of the coalescence process between melt globules as illustrated in Fig. 2c. We determined $T_{\mathrm{g}}$ when all bubbles cease growth and movement within the melt globules, corresponding to temperatures between 482 and $524^{\circ} \mathrm{C}$ over a water content range of $6.6-8.3 \mathrm{wt} \%$ at pressures between 3.4 and 15.2 kbar (Table 1). For a given pressure, $T_{\mathrm{g}}$ can vary up to $40^{\circ} \mathrm{C}$ (e.g. at 4.3-4.4 kbar), ascribable to the fact that the glass transition is actually a progressive process occurring over a range of several tens of degrees [24].

## 4. Discussion

### 4.1. Bubble nucleation

The lack of bubble nucleation both in melt globules below $15 \mu \mathrm{~m}$ in radius and within an outer rim of $10-22 \mu \mathrm{~m}$ in larger melt globules probably reflects diffusive water escape from the melt into the surrounding water medium. Any further consideration first requires the determination of the initial water diffusivities in the melt. Zhang and Behrens [25] have recently proposed a calculation of the water diffusivity in rhyolitic melts at temperatures between 400 and $1200^{\circ} \mathrm{C}$, pressures up to 8.1 kbar and for water contents $<8 \mathrm{wt} \%$. Although the initial water contents in our experiments are $>12 \mathrm{wt} \%$, we calculated the initial water diffusivity for the five first experiments in Table 1 (for which initial pressures are $\leq 8.1 \mathrm{kbar})$ and found values between $8 \times 10^{-9}$ and $4 \times 10^{-8} \mathrm{~m}^{2} / \mathrm{s}$ ( $\# 31$ and $\# 32 \mathrm{~A}$, respectively). These values do not fall in the common range of water diffusivities in rhyolitic melts $\left(\sim 10^{-11}-\right.$
$10^{-12} \mathrm{~m}^{2} / \mathrm{s},[26-28]$ ), but are more comparable to those in basaltic melts [26,29]. The similarity with water diffusion in basalts also translates to comparable viscosities (initial viscosities $<10^{4} \mathrm{~Pa}$ s [30], extrapolated for water contents $>8 \mathrm{wt} \%$ ). The combined increase of water content $(>8$ $\mathrm{wt} \%$ ) and pressure ( $>8.1 \mathrm{kbar}$ ) would lead to faster diffusivities [25]. We use the simple diffusion equation $x^{2} \sim D_{\mathrm{w}} \times t$ (where $x$ is the distance in m , here the globule radius, $D_{\mathrm{w}}$ the diffusivity in $\mathrm{m}^{2} / \mathrm{s}$ and $t$ the time in s ) to determine how fast water can diffuse from the melt globules to the surrounding water medium. Water diffusivities of the order of $10^{-9} \mathrm{~m}^{2} / \mathrm{s}$ would lead to water depletion in a $15 \mu \mathrm{~m}$ radius melt globule within 0.2 s . This depletion is fast enough to explain the absence of bubble nucleation in globules $<15 \mu \mathrm{~m}$ in radius and within the outer $10-20 \mu \mathrm{~m}$ rims of larger globules.

In globules $>40 \mu \mathrm{~m}$ in radius, the delay to bubble nucleation is always $<0.4 \mathrm{~s}$, which corresponds to decompressions $<30$ bars. This agrees with the low supersaturation pressures required to initiate heterogeneous nucleation as reported by [12].

The extrinsic nucleation prevailing at pressures $<9.5$ kbar implies that the melt globules sank down on the diamond. The calculated density contrast between the hydrated melt globules and the water is lower at low than high pressures (melt density [31]-water density [16] = 1805 and 2637 $\mathrm{kg} / \mathrm{m}^{3}$ at 7.0 and 21.9 kbar for experiments \#31 and \#5, respectively). This would favor the flotation of the melt globules at low pressures, in contrast to the observation. We propose that the flotation of the melt globules at high pressures is due to the narrowing of the immiscibility gap between water and melt at the approach of the supercritical conditions that results in a density increase of the fluid by silica enrichment while a density decrease of the melt by water addition. At pressures $<9.5 \mathrm{kbar}$, the melt globules tend to sink (as predicted by the density contrast) and the contact between the diamond and the melt provides a preferential site for bubble nucleation by substantially reducing the theoretical supersaturation pressure. We propose that this localized (extrinsic) nucleation creates gradients in the melt water con-
tent, i.e. water enrichment towards the far-field melt relative to the melt at the diamond boundary, so that further successive intrinsic nucleations can take place in the far-field melt as decompression goes on.

### 4.2. Bubble growth law

While most of the published theory and analytical solutions on bubble growth assume constant temperature and pressure, the processes in our experiments are rather complex, especially because they involve the simultaneous variation of many time-dependent parameters, such as temperature, pressure, and water content (thus, viscosity, density, and diffusivity). Therefore, development of analytical solutions of our bubble growth during cooling-induced decompressions is kept for future purposes. In this section, we compare our experimental bubble sizes with published growth models. Because our experimental conditions are quite remote from near-equilibrium bubble growth we expect that their sizes should remain smaller than equilibrium values. Close to equilibrium, Navon and Lyakhovsky [32] have shown that bubble radii ( $R_{\text {eq }}$ ) may be expressed by:
$R_{\mathrm{eq}}^{3}=S_{0}^{3}\left(C_{\mathrm{wi}}-C_{\mathrm{w}}\right)\left(\rho_{\mathrm{m}} / \rho_{\mathrm{w}}\right)$
where $S_{0}^{3}=3 /\left(4 \pi N_{\mathrm{d}}\right)$, in which $N_{\mathrm{d}}$ is the bubble number density (in $\mathrm{m}^{-3}$ ) per melt globule; $C_{\text {wi }}$ is the initial water content of the melt (Table 1); $C_{\text {w }}$ the melt water content [20]; $\rho_{\mathrm{m}}$ and $\rho_{\mathrm{w}}$ the density of the hydrated melt [31] and the water in the bubble [16], respectively (the four last parameters being calculated at a given time). The bubbles in experiment \#8, for which the decompression rate is only $24 \mathrm{bar} / \mathrm{s}$, presumably grow the closest to equilibrium: at $t=5.8 \mathrm{~s}$ and $t=8.2 \mathrm{~s}$, the calculated $R_{\text {eq }}$ (counting $\sim 40$ bubbles in the $70 \mu \mathrm{~m}$ in radius melt globule) is 5.5 and $6.3 \mu \mathrm{~m}$ in comparison to 4.8 and $7.0 \pm 0.3 \mu \mathrm{~m}$, respectively. However, in the experiments where we could determine $N_{\mathrm{d}}$ (with an intrinsic nucleation), measured bubbles are always smaller than equilibrium sizes. For instance, in experiment \#35 (four bubbles in the melt globule of $28 \mu \mathrm{~m}$ in radius), the calculated equilibrium radius at $t=3.8 \mathrm{~s}$ and $t=6.4 \mathrm{~s}$ equals
9.0 and $10.7 \mu \mathrm{~m}$ instead of measured radius of 6.0 and $7.0 \pm 0.3 \mu \mathrm{~m}$, respectively (the final equilibrium radius would be $11.3 \mu \mathrm{~m}$, but the bubble was quenched with $7.6 \mu \mathrm{~m}$ in radius). In experiment \#4 (two bubbles in the melt globule of $22 \mu \mathrm{~m}$ in radius), the calculated equilibrium radius at $t=3.8 \mathrm{~s}$ and $t=6.4 \mathrm{~s}$ equals 8.9 and $13.2 \mu \mathrm{~m}$ instead of measured radius of 4.8 and $5.4 \pm 0.3 \mu \mathrm{~m}$, respectively. This non-equilibrium degassing is ascribable to both the rapid decompression (299$583 \mathrm{bar} / \mathrm{s}$ ) and the viscous quench that occurs approaching the glass transition.

Having verified that bubble growth is slower than quasi-equilibrium models, we may compare our experimental data with literature models for bubble growth.

### 4.2.1. Growth proportional to the square root of time

Bubble growth approaching equilibrium for constant pressure, temperature, viscosity and diffusivity has been found to be proportional to a square root of time. Although all these parameters are drastically varying during our experiments, we tested that law because it is the one used in the literature. The law is given by $R=C 2 \times(t)^{1 / 2}$, where $R$ is the bubble radius in $\mu \mathrm{m}, t$ the time in s, and $C 2$ a constant that we calculated for the final bubble radius (Table 2). As expected, this law significantly misfits the experimental bubble growth (Fig. 3). In addition, restricting the growth to the first second, during which the cooling rate is very low, the inverse of the slopes in the $\log (R)$ versus $\log (t)$ coordinates gives $1.6 \pm 0.5$ instead of 2.0 for a true square-root law (Table 2).

We applied the analytical solution of [11] for isothermal and isobaric diffusivity-controlled bubble growth in rhyolites, based on the numerical model of [4] and defined by:

$$
\begin{aligned}
& R^{2}=\left[2 \times D_{\mathrm{w}} \times \rho_{\mathrm{m}} \times\left(C_{\mathrm{wi}}-C_{\mathrm{wf}}\right) / \rho_{\mathrm{w}} \times t\right]- \\
& \quad\left[2 \times D_{\mathrm{w}} \times \eta \times \rho_{\mathrm{m}} \times\left(2 \times C_{\mathrm{wi}}+C_{\mathrm{wf}}\right) \times\right. \\
& \left.\left.\log (\Delta P / \eta \times t) / 3 \times P_{\mathrm{f}} \times \rho_{\mathrm{w}}\right)\right]
\end{aligned}
$$

where $\rho_{\mathrm{m}}$ is the density of the hydrated melt [31],
$\rho_{\mathrm{w}}$ the water density in the bubble [16], $C_{\mathrm{wi}}$ and $C_{\mathrm{wf}}$ the initial and final water contents of the melt, respectively [20], $\Delta P$ the decompression, $\eta$ the melt viscosity [30] and $D_{\mathrm{w}}$ the water diffusivity [25], the two last parameters being extrapolated to water contents $>8 \mathrm{wt} \%$. This analytical solution is poorly sensitive to melt viscosity, but strongly relies on water diffusivity. We calculated final radii of 181 and $445 \mu \mathrm{~m}$ instead of $\sim 8$ and $7.6 \mu \mathrm{~m}$ measured in experiments \#31 and \#32A, respectively. Therefore, a growth proportional to a square root of time largely overestimates the size of bubbles expanding during a cooling-induced decompression. Integrating the cooling effect on water diffusivity, melt viscosity, melt and gas densities in the analytical solution of [11] does not reconcile the experimental and analytical data.

### 4.2.2. Growth proportional to the cube root of time

Although it has never been used to describe bubble growth, we investigated the law following the cube root of time, given by $R=C 3 \times(t)^{1 / 3}$, where $C 3$ is a constant determined for the final radius (Table 2). We found that bubble growth nearly follows the cube root of time, although such a law often slightly overestimates the bubble size during the first seconds and systematically underestimates it after $\sim 2 \mathrm{~s}$. This size underestimation is also suggested by the $3.5 \pm 0.4$ value given by the inverse of the slopes in the $\log (R)$ versus $\log (t)$ coordinates, instead of 3.0 for a perfect cube-root law (Table 2). However, Fig. 3 shows that the deviation between the experimental and calculated data, although systematic, is still included within the analytical error on the radius measurements. Approximate fit to a cube root of time means that there is a linear relationship between bubble volume and time, which may be explained if growth is dominated by decompressive expansion of the bubbles.

### 4.2.3. Growth proportional to the logarithm of time

The experimental data are most closely fit to a logarithmic curve ( $R=A \times \ln (t)+B$; Fig. 3 with parameters $A$ and $B$ given in Table 2). Although each set of conditions of pressure and temperature gives unique values for $A$ and $B$, these parameters vary little over the set of experiments ( $1.6 \pm 0.2$
and $3.4 \pm 0.5$, respectively). This is in keeping with the small variability of the final bubble radii ( $7.5 \pm 1.5 \mu \mathrm{~m}$ below $10 \mathrm{kbar}, 6.1 \pm 0.8 \mu \mathrm{~m}$ above $10 \mathrm{kbar})$ that may be explained by the strong nonlinearity of the water density with pressure, resulting in little volume changes of the bubbles at high pressures compared to low pressures for a given temperature. The bubble growth in experiment \#8 with controlled decompression is also satisfactorily fitted by the logarithmic law, suggesting that even bubbles growing nearer to equilibrium can follow this law. In the literature, the only reference to a logarithmic law is that ensuing from the numerical model of [26], after the authors incorporated parametric interactions between closely spaced bubbles resulting from small cooling $\left(\Delta T<100^{\circ} \mathrm{C}\right)$. These authors found that the logarithmic growth particularly applies to low pressures ( $<0.1 \mathrm{kbar}$ ) or high water oversaturation. Although our experiments cannot be compared to their simulation, we, like them, ascribe the strong deviation from a square root of time to the combined effects of cooling $\left(12^{\circ} \mathrm{C}\right.$ in experiment \#8 or between 192 and $313^{\circ} \mathrm{C}$ for the other experiments), high water oversaturation in the melt and concurrent decompression.

### 4.3. Glass transition

The experiments we performed allow us to provide data on glass transition temperatures $\left(T_{\mathrm{g}}\right)$ at high pressures (3.4-15.2 kbar) that can be compared with the current models valid for atmospheric pressures. Dingwell [33] combined $T_{\mathrm{g}}$ measurements from the literature to propose a $T_{\mathrm{g}}$ calculation for haplogranite composition as a function of water content ( $\leq 8.1 \mathrm{wt} \%$ ) at atmospheric pressure (exception of data acquired at 2.5 kbar) and for a cooling rate of $0.1^{\circ} \mathrm{C} / \mathrm{s}$. We first have to modify this calculation for the cooling rates prevailing in our experiments. The isokom of $\log (\eta)=12.4 \mathrm{~Pa} s$ given by [33] gives a shift factor $k=11.4$, that can be used to calculate the isokom for $q=32^{\circ} \mathrm{C} / \mathrm{s}$, following $\log (\eta)=$ $k-\log (q)=9.9 \mathrm{~Pa}$ s. A melt viscosity decrease of $2.5 \log$ units at $500^{\circ} \mathrm{C}$ corresponds to a temperature increase of $110^{\circ} \mathrm{C}$ [30], so that we can calculate $T_{\mathrm{g}}\left( \pm 10^{\circ} \mathrm{C}\right)$ for a cooling rate of $32^{\circ} \mathrm{C} / \mathrm{s}$
after [33] following: $T_{\mathrm{g}}(\mathrm{K})=(786-83.47 \times$ $\left.\ln \left(C_{\mathrm{w}}\right)\right)+110$. The calculated $T_{\mathrm{g}}$ values are $20-$ $80^{\circ} \mathrm{C}$ lower than the measured $T_{\mathrm{g}}$ (Fig. 4). Therefore, the effect of pressures of 3.3-15.2 kbar on the $T_{\mathrm{g}}$ determination is an increase of several tens of degrees. The slight decrease of the calculated $T_{\mathrm{g}}\left(\sim 15^{\circ} \mathrm{C}\right)$ with water contents increasing from 6.6 to $8.3 \mathrm{wt} \%$ does not appear in the measured $T_{\mathrm{g}}$, probably due to the large errors in the $T_{\mathrm{g}}$ determinations.

### 4.4. Applications to natural volcanic systems

Although the experiments are not directly applicable to magma ascent in volcanic systems, this study provides a major step in the understanding of bubble growth process that is necessary for further investigations of magma rheology and eruption mechanisms. During experiments, both temperatures and pressures decrease at a fast rate unlike their variations during magma ascent. However, degassing and crystallization of the ascending magma cause temperature fluctuations that have significant impacts on the bubble growth dynamics [26]. We emphasize here that the effects of cooling and rapid decompression cause growth to strongly deviate from the square root of time that applies during isothermal degassing. Second, our diamond-anvil cell operates at pressures between 5 and 25 kbar , which is probably not relevant to the degassing of rhyolites in a volcanic conduit. A more relevant study would imply either lower pressures ( $<2$ kbar, therefore water contents $<6 \mathrm{wt} \%$ ) for a rhyolite composition, or basalt compositions with a $\mathrm{CO}_{2}$ fluid phase at the present pressure range. However, we present a new technique providing in situ data that were never collected before. Technical and strategic changes of the present device to make it relevant to volcanic systems are quite straightforward.

If the results are not quantitatively applicable to natural volcanic systems, they are probably of qualitative relevance: (1) single versus several nucleation events that lead to characteristic bubble size distributions in natural erupted products is a hotly debated task. Our results suggest that during magma ascent, an early bubble nucleation on
preferential sites (i.e. crystals) would result in gradients in the gas dissolved in the melt and subsequent generations of degassing events; (2) bubble growth during cooling is probably relevant to what happens in volcanic domes; (3) the glass transition is a major process that drastically changes the physical properties of melts so that its precise determination (especially under pressure) is crucial, and (4) this experimental study provides a novel data base and growth laws that can be used for further developments of analytical solutions of bubble growth.
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