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BLU Estimators and Compositional Datat

Vera Pawlowsky-Glahr? and Juan Jos Egozcué

One of the principal objections to the logratio approach for the statistical analysis of compositional
data has been the absence of unbiasedness and minimum variance properties of some estimators: they
seem not to be BLU estimator. Using a geometric approach, we introduce the concept of metric variance
and of a compositional unbiased estimator, and we show that the closed geometric mean is a c-BLU
estimator (compositional best linear unbiased estimator with respect to the geometry of the simplex)
of the center of the distribution of a random composition. Thus, it satisfies analogous properties to
the arithmetic mean as a BLU estimator of the expected value in real space. The geometric approach
used gives real meaning to the conceptsegsure of central tendenapdmeasure of dispersiand

opens up a new way of understanding the statistical analysis of compositional data.

KEY WORDS: Aitchison distance, centered estimator, metric variance, perturbation, simplex, ternary
diagram.

INTRODUCTION

The logratio approach to the statistical analysis of compositional data, proposed
in Aitchison, 1982, has been the source of many discussions over the last two
decades. The approach makes it possible to perform classical statistical analysis
on transformed data and to backtransform the results, which is enormously advan-
tageous because of the large number of methods available for multivariate normally
distributed phenomena, and to demonstrate the robustness of those methods. But
there has been a certain reluctance in using the new approach, which, besides
the usual resistance to new theories, is due to the difficulty of interpretation of
backtransformed results and to a lack of classical properties of backtransformed
estimators and models, like unbiasedness and minimum variance.
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Here we propose an answer to these questions, based on the concepts of
metric variance and centered estimator. The new measure of variability is an ex-
tension of the classical concepts of variance for random variables with sample
space over the real line to a measure of variability for random vectors with sample
space the simplex. To make this extension, we briefly recall the vector space
structure of the simplex and the corresponding distance on the simplex; then
we define the concept of metric variance of random compositions. On the ba-
sis of this concept, centered estimators in the simplex are introduced. Finally,
it is shown that the closed geometric mean is a compositional unbiased linear
minimum metric variance estimator of the center of the distribution of a random
composition.

COMPOSITIONAL DATA AND THEIR SAMPLE SPACE

Recall thatx = (xg, X2, . . ., Xq)' is by definition ad-part composition if, and
only if, all its components are strictly positive real numbers and their sum is
a constant. Zero components are excluded for reasons that will be discussed
later. The constant is 1 if measurements are made in parts per unit, or 100 if
measurements are made in percent. The sample spdgeof compositional data
with constant sung is thus the simplex,

c

d
S¢=x=(ax%.....x) | x>0, i=12....d > x=ct,
i=1

where the prime stands for transpose. Although mathematically less comfortable,
we keep the constamtin the definition and in the notation, to avoid confusion
arising from the fact that in geology it is more common to ase100 thanc = 1.
But, to simplify the mathematical developments, we include the constant in the
closure operation as stated below.

Basic operations on the simplex (Aitchison, 1986) are the perturbation oper-
ation, defined for any two vectoxsy € S¢ as

Xoy = C(XtY1, X2Yo, . . ., XaVd) s Q)

and the power transformation, defined for a veatarS? and a scalaw € R as

!
)

&)

aox=C(X{, X5, ..., x3)
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whereC denotesthe closure operation defined foravertofzy, zo, . .., z3) € ]Ri
as
C-Z1
Z1 21+2++2Z
z C-Zp
co=c| ?|=| 2=t
Z4 __czy
Z1+22++2Z4

VECTOR SPACE STRUCTURE OF THE SIMPLEX

As stated by Aitchison 2001, perturbation and power transformation induce
a vector space structure in the simplex. In fact, for a set to have a vector space
structure the following conditions (in mathematical terms) are required

1. The existence of an internal operation which satisfies the properties of a
commutative group;

2. The existence of an external operation with respect to elements of a field,
identified here for convenience with the real line, the usual sum, and prod-
uct, R, +, -), which satisfies the following four conditions: (a) associa-
tivity with respect to the product operation iy (b) distributivity with
respect to the internal operation; (c) distributivity with respect to the sum
in R; and (d) that the neutral element with respect to the produitim
also the neutral element with respect to the external operation.

In other words, for the simplex to be a vector space with respect to perturbation
and power transformation, it is necessary and sufficient that,fprz € S¢ and
a, B € R the following conditions are satisfied:

1. Commutative group structure a8, o) (Aitchison, 1992):
(@) Commutative propertkoy =YyoXx;
(b) Associative propertyX(oy) oz = Xo (Y o 2);
(c) Existence of a neutral element with respect to perturbation:

e=C(1,1,...,1);

this element plays the role of the origin of the vector space;
(d) Existence of an inverse element of eachS¢:

xt=c(xh gt xgt)

satisfying the conditiodxtox =xox ! =e.
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2. Properties of power transformation:
(a) Associative propertyr ¢ (8 ¢ X) = (a - B) o X;
(b) Distributive property 1l ¢ (X oY) = (@ ¢ X) o (« ¢ Y);
(c) Distributive property 2:¢ + 8) ¢ X = (¢ ¢ X) o (8 ¢ X);
(d) The neutral element with respect to multiplicatiofRilacts as neutral
element with respect to the external operation:Xl= X.

The proof of these properties is straightforward using the definition of per-
turbation and of power transformation given in Equations (1) and (2) combined
with the classical properties of sum, product, and power in real space, and the fact
that constants cancel whenever the closure operation is applied, and is therefore
omitted.

Note that for a composition with zero components all the properties would
hold, exception made of the existence of an inverse element with respect to the
internal operation. Consequently, the simplex would not be a commutative group
with respect to perturbation and we could not define a vector space structure on it,
which is essential to our approach.

In the next section, whenever we use the teimplexand the notatiois?,
we shall understand the vector spasg, (o, ©) over R, +, -).

METRIC VECTOR SPACE STRUCTURE OF THE SIMPLEX

Aitchison (1992) introduced several equivalent forms for a metric on the sim-
plex, which were extensively discussed by Maiferrendez, BarcekVidal, and
Pawlowsky-Glahn (1998). Being equivalent, we have chosen to use yar S¢
the following definition:

da(x, y) = gzonx—_ —In i) , 3)

i<]j XJ y]

which we shall hereafter call astchison distance

The Aitchison distance has, among others, the following properties, which
have been reported in the previously mentioned publications without including the
proofs. We include them, for the sake of completeness, in the appendix.

Proposition 1. The Aitchison distance is perturbation invariant.

da(X,y) = da(zo X, zoy), Xx,y,zeSS.
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As a consequence,
da(X, y) = da(x oy, @),

which tells us that the distance between two compositioasdy is the same as
the distance between the compositioperturbed by and the baricentex of the
simplex.

Proposition 2. The Aitchison distance is scale invariant.
da(@ o X, @ 0y) = || - da(X,y), X, yeS% ack.

Proposition 3. The Aitchison distance is invariant under permutation of the
components of the composition.

Recall that, given a vector space ové®, {, -) (in this case the simplex
SY) with a continuous external operation (the power transformation), if we can
define on it a distance (the Aitchison distance) which is invariant with respect to
the internal group operation (perturbation), then we have a metric vector space
(Zamansky, 1967, p. 246). Thus, in what follows, we can consider the simplex as
a metric vector spacesf, o, o) over R, +, -). To refer globally to the properties
of (89, o, ©) we shall talk about thaitchison geometry on the simplex.

Here we find again an argument against the inclusion of zero components in
the definition of a composition. They not only conclude the definition of a group
structure on the simplex with respect to perturbation; they are also not compat-
ible with the Aitchison distance, as the logarithm of zero is undefined. But the
Aitchison geometry helps us understanding better the role of compositions with
zero components with respect to those without. Compositions with zero compo-
nents play the role of points at infinity. The smaller one component (the closer
to zero), the larger is the distance with respect to the origin. INt&#rrendez,
Barceb-Vidal, and Pawlowsky-Glahn (2000) give a first approach to dealing with
zeros in a manner coherent with the metric vector space structure discussed here.

With these elements in hand we can proceed to introduce the concepts of
metric variance and center of the distribution of a random vexXtaith sample
spaceSd.

CENTER AND METRIC VARIANCE

Let us introduce the rationale behind the definitions and properties of this
section by recalling basic definitions and properties related to random variables
in real space. Given a continuous random variaKlethe expected value is
E[X] = ff;f x fx (X) dx, wherefy (x) stands for the density function &f, and the
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variance is VarK] = E[(X — E[X])?]. The geometric interpretation of these con-
cepts is well known, and is often given either as a motivation or as an illustration,
but they are never directly defined in terms of distances. Nevertheless, the ex-
pected value can be defined as that valug]&f 11, which minimizes the expected
squared Euclidean distanceds[X, £)?], and the variance can be defined as the ex-
pected value of the squared Euclidean distance arauMar[X] = E[de(X, 1t)?].
This geometric approach is more natural, as it clearly reveals the meaning of
the expected value as a measure of central tendency and the variance as a mea-
sure of dispersion. Aitchison (2001) uses this philosophy to introduce the center
of a random vector which support is the simplex, i.e., of a random composi-
tion, by substituting the Euclidean distance with the Aitchison distance defined in
Equation (3). Here, we simply pursue this approach further.

Consider arandom compositidtwith sample spac8¢ and density function
f(x). Thus, f(x) is a nonnegative function insid8 and zero outside, and its
integral overSY is one.

Definition 1. Thedispersion or metric variance arouride S¢ is the expected
value of the squared distance betweeandé: Mvar[X, £] = E[da2(X, £)], pro-
vided that the last expectation exists.

Assuming the metric variance &f exists, we can introduce the centre of its
distribution as follows.

Definition 2. The center of the distribution of is that elemeng € S¢ which
minimizes Mvar, &]. It is calledcenter ofX and is denoted by ceX] or by y
for short.

As mentioned before, the definition of center as the eleraens? which
minimizes Efi,?(X, £)] has been given in Aitchison (2001), although a similar
approach can already be found in Aitchison [1997, Eq. (11)], where it appears as
the elemeng € S¢ which minimizes the Kullback-Leibler directed divergence, an
information-theoretic measure of the divergenceXdfom &. The result in both
cases is the same.

Following our strategy to paraphrase standard statistical concepts, to call
metric variancethe metric variance around cefj[is natural. We state this as a
definition for ease of reference.

Definition 3. The metric variance around the center ¢€nf y of the distribu-
tion of X is given by MvarkK, y] = E[d3?(X, y)]. It is calledmetric varianceand
is denoted by MvaiX] for short.

Important properties of the center and metric variance of a random composi-
tion X follow. Proofs, although straightforward, are included in the appendix.
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Proposition 4. The centery of X with respect to the Aitchison distance is the
closed geometric mean (Aitchison, 2001, Eq. (18))

y = C(exp{E[In X41]}, exp{E[In X2]}, ..., exp(E[In Xq4]}).

Note that this last proposition implies that, forj = 1,...,d,i # |,

X.
E [In —'] —n2,
Xj Vi
a property which is useful in some proofs in the appendix.

Proposition 5. The center cdiX] of X is the agl transform of the vector of
expected values alrX, wherealr stands for the additive logratio transformation
(Aitchison, 1986, p. 135) arafyl for its inverse. Thus

cen[X] = agl(E[aliX]).

Proposition 6. The metric variance is equal to the total variance defined in
(Aitchison, 1997 Eg. (22)).e.,

Mvar[X] = % > Var [In é]
‘ i

i<j

Given the absolute parallelism between expected value and variance in real
space with the Euclidean distance, and the center and metric variance in the simplex
with the Aitchison distance, it is not surprising that concepts equivalent to the
linearity of the expectation operator and translation invariance of the variance are
straightforward to prove on the simplex (see Appendix for details). In fact, the
following basic properties hold:

Proposition 7. For two random compositions, Y € 8¢ (Aitchison, 2001)
cenX o Y] = cen[X] o cen[Y],

and, in general, for N random compositioXg € Sg, n=12,...,N,

cenXyoXgo0---0XyN] = cenfXi] ocenXy] o--- o cenXy].
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Proposition 8. For a random compositioX € S¢, a perturbation be S¢ and
a scalar ac R,

cen[@<¢ X) ob] = (a < cenfX]) ob.
Proposition 9. For two independent random compositiodsY e S¢,
Mvar[X o Y] = Mvar[X] + Mvar[Y].

Proposition 10. For a random compositioX € S¢, a perturbation be S¢ and
a scalar ac R,

Mvar[(a ¢ X) o b] = a?Mvar[X].

Thus, the metric variance, defined as the expected value of the distance to
the center, allows us a geometric interpretation of basic statistical properties of
random vectors in the simplex. It also satisfies the conditions of being invariant
under perturbation, equivalent to invariance under translation in real space.

BLU-ESTIMATION

Assume a random compositidhwith sample spac? and density function
f (x) and a random sample of sikg X1, Xo, ..., Xy. Recall that, in this context,

a random sample is a set of independent random compositions, all of them with
the same distribution as.

We know from previously cited developments by Aitchison that to estimate
the center the closed geometric mean of the sample can be used. To better un-
derstand the properties of this estimator, let us first introduce general definitions
concerning the concepts of unbiasedness, optimality, and linearity in the simplex.
These definitions are specific to compositional parameters and are parallel to ordi-
nary (Euclidean) ones. For this reason, our notation for each compositional-space
concept consists of placingca before the name of the corresponding real-space
concept, in order to relate both concepts and, at the same time, distinguish between
them.

Consider a compositional estimatbof the unknown compositional param-
eterd of the distribution ofX with parameter spacs?, i.e. 6 € S¢ and6 € S¢.

By the definition of an estimato#, is a function of the random sample and thus a
random vector itself.

Definition 4. 6 is ac-centered or c-unbiased compositional estimatio? e S¢
if and only if cenp] = 6, or, equivalently, if and only if cef{o6~1] = e, the
neutral element of the internal operation on the simplex.
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This definition is closely related to centered or unbiased estimators of pa-
rameters which are not compositional. To recognize that fact, simply recall the
classical definition, which states that

Y is acentered or unbiased estimatofry € R" if, and only if, E[] = v, or, equivalently,
if, and only if, Efy — ] = 0, the neutral element of the internal operatiofiklh

Definition 5. Given a clas® of c-unbiased compositional estimatorgof S¢,

6 € O is said to bec-bestwith respect to the Aitchison distance within the class
@ if, and only if, it is c-unbiased and Mvai] < Mvar[§;] for all 6; € ©;i.e.,0 is
c-unbiased and has minimum metric variance witBin

Note that this definition is again the counterpart for compositional parameters
of the concept obestor most efficient estimatagiven in standard textbooks.

Obviously, other standard characterizations of estimators, usual in the context
of random variables which support is the real line, can be given, simply by substi-
tuting the Euclidean distance with the Aitchison distance, and the expected value
by the center, but that goes beyond the purpose of this paper. Therefore, let us pro-
ceed to show that the closed geometric mean of the sampleligstc-unbiased
estimator of the center ceX] of arandom compositioK within the class of linear
estimators of cerf], where linear is understood in the following sense:

Definition 6. A compositional estimatof of ¢ is said to bec-linear if, and
only if

é:(0[1<>X1)O(O[2<>X2)O~-~O(05N <>XN).

Note that this definition makes sense given the vector space structure of
(SY, o, o). To simplify notation, let us introduce the syml@[}‘=1 for perturbation
over a set of indices, analogous)_; for summation o1\, for product. Thus,
a linear estimator in the simplex will be writtéh= ON_, (an ¢ X;) and, taking
an=1/N,foralln=1,2,..., N, the closed geometric mean is obtained. Note
that in this case, using the distributive property 1 of the power transformation, we
canwriteON_;(1/N ¢ X,) = 1/N o (ON_,X,). Now, the following propositions
can be set forth, the proofs of which are included in the Appendix.

Proposition 11. The closed geometric megn= ﬁ o (ON_1Xn) is a c-linear
and c-unbiased estimator oén[X].

Proposition 12. The closed geometric megn= O, (% © Xp) is the c-best
estimator ofy = cen[X] within the class of c-linear c-unbiased estimatorg/of
Moreover Mvar[y] = (1/N)Mvar[X].

Propositions 11 and 12 clearly establish that the closed geometric mean is the
c-best c-linear c-unbiased estimatar c-BLU estimator for short, of the center
of X in the context of the simplex, whenever the Aitchison distance is considered.
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Obviously, given arealization of arandom sample, the closed geometric mean
could be computed even in presence of zero components. Nevertheless, the result
would be a center with as many zero components as different components with
at least one zero, independently of the total number of observed zeros. Thus, one
single observation with one single zero would be enough to get a center with a
zero in the same position no matter the sample size, a result that clearly makes no
sense if we look for a measure of central tendency.

CONCLUSIONS

The existence of an appropriate metric vector space structure in the simplex
suggests a different approach to the statistical analysis of compositional data based
on geometric reasoning. On the basis of this approach, which is completely parallel
to the usual one in Euclidean space, it is straightforward to define reasonable
properties for estimators of compositional parameters. In particular, it can be shown
that the closed geometric mean is a linear estimator with respect to the Aitchison
geometry on the simplex, as well ag-anbiased and minimum metric variance
estimator with respect to the Aitchison distance¢-@LU estimator for short.
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APPENDIX

Proofs included in this appendix are essentially scholarly exercises. Their
main interest lies in getting acquainted with standard operations in the simplex.
Nevertheless, the fact that they force us to be aware, at each moment, of the
space we are working in, helps in better understanding the essential properties and
interpretation of concepts used.

Proof of proposition 1: Taking the square in Equation (3), it holds, for any
X,y eS¢, that

d:2(x.y) = 5 Z <In X _n %)2

i<j J

Thus, forx andy perturbed by, we have

N\ 2
da?(zox,zoy) = dZ( Zz'z' —In%)
i iYi

i<j

5D (w3 m3) - (g end))

d;(m--m;’;)

= daz(xﬂ y)

Proof of proposition 2: a

2
1 o o
A2 o X, @ 0 y) = HZ(Ini—'a—lnyF[>
j
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and taking the square root the desired result is obtained. |

Proof of proposition 3:  The proof is straightforward taking into account that

daz(x,y)=Zd<lnX——I ;’;) %_i(mé—m%)z. (A1)

i<j J J J

Equality (A1) implies that all the possible pairs of indices appear in the summation,
and therefore permutation of variables will not alter the result.
To prove equality (Al) just recall that for= j the corresponding terms are

zero, and that
: N2 ) N2
(Inﬁ—lni) = (Inﬁ—lnﬁ) ,
Xj Yi Xi Yi

because an exchange of indices results in a change of sign, which is compensated by
the square. O

Proof of proposition 4: By definition 2,y is that element ¢ which minimizes
the metric variance. For an arbitrary elemert S¢

Mvar[X, £] = E[da*(X, £)] = E|: Z((In Xi —InXj) = (In& — |n§j))2},
i<j

and, using Equation (A1) to simplify operations, we obtain

i,j=1

d
Mvar[X, &] = E[% Z((In Xi —InXj)—(n& —In gj))ﬂ

1 d
:52 [(n X —1In X;)?]

i,j=1

— 2E[InX; — InX;j](n& —In&) + (In& — In&;)?).
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To minimize this expression, we take partial derivatives with respect to the com-
ponents of,

d

3 2
B—&E[daz(x, £)] = ~ 55, j;(E[m Xk —In X;1 = (In& —In&;))

1 d
= _d_ék 2;((E[In Xi] — In&) — (E[In X;] — Ing))).
j=
Setting the partial derivatives equal to zero we obtain

d
d(E[In Xi] —In&) = Y "(E[In X;] — In&;) = constant
j=1

Therefore, for alk,
In& = E[In Xi] + C, (A2)

with C the resulting constant after dividing lbyand changing the sign. Note that
the constant does not depend da Taking exponentials and applying the closure
operation, given that constants cancel, the desired result is obtamed,

C(exp(E[In X411}, exp(E[In X3]}, ..., exp{E[In X4]}) = v,

wherey stands for the solution obtained. Note that, applying Equation (A2) to
we obtain

E|:In ﬁ] =E[InXi]—E[InX;]=(ny —C)—(ny; —C)=1n ﬁ. |
Xj Vi

Proof of proposition 5:  The vector of expected values of 4lis

w = (E[In X1 —In Xq], E[In Xa — In Xq41, ..., E[In Xg_1 — In Xq])’
= (E[In X1] — E[In Xq4], E[In X3] — E[In Xq4], ..., E[In Xg_1] — E[In Xq4])’

The agl backtransformation consists in taking exponentials, adding a last compo-
nent equal to 1 and applying the closure operation, resulting in
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agl(u) = C(exp{E[In X1] — E[In X4]}, ..., exp(E[In Xq_1] — E[In X4]}, 1Y
= C(exp(E[In X1]}, ..., exp{E[In X4_1]}, exp{E[In Xq]})'.

which is precisely the expressionpfgiven in property 4. |

Proof of proposition 6: By definition, the metric variance is

Mvar[X] = [daZ(X cenp(]) / Z(I — —1In V_) fx (X) dx,
J

i<j

and the total variance defined in (Aitchison, 1997, Eq. (22)), can be expressed in
terms of the joint density function as

totvar[X] = ZVa[ } Z/ <|n —M.J> fx (X) dx,
Sd

i<j i<j J

whereui; =E[In X; — In X;]=E[In X;] — E[In X;] = Iny — Iny; by property 4.
O

Proof of proposition 7:  To show that for two random compositioXs Y € S¢,
cen[X o Y] =cen[X] o cen[Y], just note that by proposition 5 and standard prop-
erties of the alr and the agl transformations stated in Aitchison (1986),

cenX o Y] = agl(E[alr(X o Y)])
= agl(E[aliX + alrY])
= agl(E[aliX]) o agl(E[aliX])

= cen|X] o cen[Y].

The second part is proved by induction. O

Proof of proposition 8: By proposition 7, cenf{¢ X) o b]=cenfa¢ X] o
cenp]. But, given thatb is a constant, ceb] =b, as can be seen substituting
in proposition 5 the random compositighby b. Finally, using again proposition
5 and the linearity of the expectation, we obtain eesX] = a ¢ cen[X], and thus
the desired property is obtained. O
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Proof of proposition 9:  Using proposition 6 and independency of random com-
positionsX, Y the following identities hold:

Xi
Mvar[X o Y] = E Var [In XI ':|
I<J J J

=g (ng) +var(ng)|

= Mvar[X] + Mvar[Y]. O

Proof of proposition 10. The result is directly obtained from the definition of
metric variance, properties 7, 1, and 2, and linearity of expectation. In fact,
Mvar{(a ¢ X) o b] = E[da*((a© X) o b, cen[@< X) o b])]
= E[d*((a© X) o b, (a o cenX]) o b)]
= E[d*((a© X), (a o cenX]))]
= E[a’d.*(X, cenX])]
= a’E[da*(X, cenX])]
= a’Mvar[X]. o

Proof of proposition 11: y = <> (Qn 1Xn) is c-linear by definition, and using
properties 7 and 8, as well as the fact théft,(o, ©) is a vector space, we obtain:

cenp’] = — o (ON, cenXp]) = i o (N ¢ cen[X]) = cen[X]. O

Proof of proposition 12: Consider an arbitrary c-linear c-unbiased estimator of
the centrey given byy'= ON_; (an © Xp). If ¥ is c-unbiased, using property 7
and the distributive property 2 of the power transformation, we have that

N
y =ceny] = OrT:l(Oln o cenXp]) = OrT:l(Oln oy)= (Z an) oY,
n=1

and thusy N | o = 1.
Consider now the metric variancejfAfter proposition 9 and 10, taking into
account that we are assuming the sample to be random, and thus of independent
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random compositions, we have
N
Mvar[7] = Mvar{OpL; (an © Xn)] = MvarX] ) ~ e,
n=1

which is minimum when, foralh=1,2,..., N, a, = 1/N. Consequently, to
have minimum metric variance we need="y and Mvar’] = (1/N)Mvar[X]. O



