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Abstract

A major limitation in the analysis of physical quantities measured from a stratigraphic core is incomplete
knowledge of the depth to age relationship for the core. Records derived from diverse locations are often compared or
combined to construct records that represent a global signal. Time series analysis of individual or combined records is
commonly employed to seek quasi-periodic components or characterize the timescales of relevant physical processes.
Assumptions that are frequently made in the approximation of depth to age relationships can have a dramatic and
harmful effect on the spectral content of records from stratigraphic cores. A common procedure for estimating ages in
a set of samples from a stratigraphic core is to assign, based on complementary data, the ages at a number of depths
(tie points) and then assume a uniform accumulation rate between the tie points. Imprecisely dated or misidentified tie
points and naturally varying accumulation rates give rise to discrepancies between the inferred and the actual ages of
a sample. We develop a statistical model for age uncertainties in stratigraphic cores that treats the true, but in practice
unknown, ages of core samples as random variables. For inaccuracies in the ages of tie points, we draw the error from
a zero-mean normal distribution. For a variable accumulation rate, we require the actual ages of a sequence of
samples to be monotonically increasing and the age errors to have the form of a Brownian bridge. That is, the errors
are zero at the tie points. The actual ages are modeled by integrating a piecewise constant, randomly varying
accumulation rate. In each case, our analysis yields closed form expressions for the expected value and variance of
resulting errors in age at any depth in the core. By Monte Carlo simulation with plausible parameters, we find that
age errors across a paleomagnetic record due to misdated tie points are likely of the same order as the tie point
discrepancies. Those due to accumulation rate variations can be as large as 30 kyr, but are probably less than 10 kyr.
We provide a method by which error estimates like these can be made for similar stratigraphic dating problems and
apply our statistical model to an idealized marine sedimentary paleomagnetic record. Both types of errors severely
degrade the spectral content of the inferred record. We quantify these effects using realistic tie point ages, their
uncertainties and depositional parameters. 4 2002 Elsevier Science B.V. All rights reserved.
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1. Introduction

Many Earth science disciplines have bene¢ted
from the coring of sediments and ice. Analysis
of measurements from the cores has permitted
an unprecedented view of past physical condi-
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tions, often to ages of hundreds of thousands and
even millions of years. From these cores, measure-
ments of oxygen isotopes [1^3], cosmogenic iso-
topes [4^7], and physical quantities, such as elec-
trical conductivity [8^10] and magnetic properties
[11,12], yield information about a variety of Earth
systems including the atmosphere and oceans, cli-
mate and dynamics of the deep interior. The pre-
eminent limitation in making worthwhile observa-
tions about these systems is the ability to assign
su⁄ciently accurate ages to measurements made
from sediment and ice cores.

A reliable method of assigning relative dates to
core samples is by layer counting. In ice cores and
some sedimentary environments, annual varia-
tions in accumulation, content, or texture are
easily identi¢ed and counted [13,14]. Problems in
estimating a depth^age relationship arise when ice
layers are disrupted by £ow [15,16] or become
more di⁄cult to identify when overburden pres-
sure and temperature increases cause recrystalliza-
tion of the ice deep in a glacier [17,18]. In sedi-
mentary environments, hydrological or biological
disturbances are possible and errors in counting
can occur in sections of the core where an uncon-
formity or disturbance is identi¢ed [19], or where
an erosional event is not identi¢ed [20]. Radio-
metric dating provides an alternative, but has its
shortcomings. 14C dating is only useful to about
40 or 50 kyr in age. In addition, there is a signi¢-
cant and not fully understood discrepancy be-
tween radiocarbon dates and those found by the
counting of tree rings and by other radiometric
methods [21,22]. Recent advances in uranium^
thorium dating provide an excellent alternative
to 14C that has a practical range to about 500
kyr [23]. The method has been used to date corals
but not widely applied to marine sediments. Dat-
ing methods that are less accurate but popular in
many stratigraphic contexts, especially for records
that exceed 100 kyr, involve the identi¢cation of
speci¢c events, such as fossil taxon-range ends
[24], ash layers [25], climate signals [12] or geo-
magnetic reversals [26], in the record and the as-
signment of their ages based on other geophysical
data.

We address the inaccuracies that result from
dating core samples by interpolation between

pairs of control points (herein referred to as tie
points) that have ages from a complementary
source assigned to them. The inaccuracies exist
due to uncertainties in the ages of the tie points
and assumptions about the variations in accumu-
lation rates between the tie points. In the study of
ice cores, when counting of seasonal layers be-
comes di⁄cult, ages can be assigned through
£ow modeling. This is accomplished by specifying
an accumulation rate and integrating a layer
thickness function between pairs of tie points
[27]. It is equivalent to interpolation of ages by
some, possibly non-linear, function (see [28] for a
recent example). Di¡erences between the actual
accumulation history and the speci¢ed one give
rise to inaccuracies in the depth^age relationship.
In oceanographic depth pro¢ling, Moore and
Thompson [29] examine the e¡ects of ‘jittered
sampling’ on the spectral character of the signal
being sampled. They de¢ne jitter as the e¡ect of
unevenly spaced samples that have been assumed
evenly spaced. Using a statistical formalism,
Moore and Thompson calculate analytically the
disturbance of simple spectral densities caused
by Gaussian jitter. However, they allow for the
interchange of their samples, a phenomenon that
is generally unlikely in stratigraphic problems. Jit-
ter is de¢ned more rigorously by Huybers and
Wunsch [30] in the stratigraphic context. They
establish a N

18O chronology from marine sedi-
ments independent of orbital tuning and based
on the assumption of uniform accumulation be-
tween tie points. The authors acknowledge the
uncertainties that arise by random variations in
accumulation rates and propose a de¢nition of
jitter based on a stochastic component of accumu-
lation rate. Agrinier et al. [31] provide a di¡erent
approach to a similar problem: the estimation of
ages of geomagnetic reversals recorded by sea
£oor anomalies, where the unknown accumula-
tion rate is plate velocity. Their statistical analyses
yield a numerical method whereby di¡erent polar-
ity timescales and their likelihoods are computed
given two end-member plate velocity functions.

In sedimentary paleomagnetism, it has become
commonplace to combine records that span thou-
sands to millions of years. Multiple records from
one locality are combined with the intention of
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increasing the signal of regional secular variation
over the noise of recording and measurement pro-
cesses (for example, [32]). Those from geographi-
cally diverse locations are combined to eliminate
local and short period variations, revealing signals
that re£ect global secular variation [12,33]. In
both cases, spectral analysis has been used to es-
tablish characteristic timescales of secular varia-
tions in Earth’s core ¢eld that are thought to re-
£ect geodynamo processes (for example, [34]).
However, because depth to age relationships in
sedimentary cores are poorly known and may
vary signi¢cantly over small geographic distances,
spectral comparisons and composite paleomagnet-
ic records should be approached with caution.

The depth to age relationship in marine sedi-
ments is usually based on the identi¢cation of key
changes in oxygen isotope (N18O) records from the
paleomagnetic cores and their comparison with an
established N

18O chronology [1,35]. Nearby cores
are often dated relative to one with a N

18O chro-
nology by correlating geological features in the
core, such as volcanic ash layers [36], or by cor-
relating identi¢able features in a related record,
such as magnetic susceptibility [37] or light re£ec-
tance [38]. For a particular core, the result is a
¢nite number of tie point ages assigned to a cor-
responding set of down-core depths. It is then
customary to assume that the accumulation rate
is constant between each pair of tie points, render-
ing a piecewise linear relationship between depth
and age.

In general, tie points are imprecisely dated, or
may even be improperly identi¢ed, and there are
natural variations in accumulation rates that limit
the accuracy of the age assigned to a particular
core measurement. The di¡erence between the ac-
tual age and inferred age of a sample we call the
age error. We refer to age errors due to uncertain
tie point dates as event errors, and those due to
variable accumulation rates as interpolation er-
rors.

To estimate the magnitudes of these errors, we
develop a statistical framework based on tradi-
tional analysis of dating uncertainty and a sto-
chastic model representing variations in a physical
process. We assume point samples that represent
an instantaneous recording of the magnetic ¢eld

and treat as random variables (RVs) the actual,
but in practice unknown, ages of the samples. Tie
point ages derived from isotopic, radiometric and
geologic sources have uncertainties associated
with them. We model these errors as independent,
zero-mean normal RVs with standard deviations
that are equal to the uncertainties of the estimated
ages. Accumulation rates vary both deterministi-
cally and stochastically, with the former being
driven primarily by climatic forcing. Here we fo-
cus on the stochastic, independent accumulation
rate variations that occur between times of adja-
cent samples. We seek a simple model that gen-
erates constrained perturbations to inferred ages,
without altering their order, that are a result of
physically plausible perturbations in accumulation
rate. To this end, we formulate a Brownian bridge
[39] model of the actual ages of paleomagnetic
measurements and derive age error expressions
that include contributions from both event and
interpolation errors. We give expressions for their
means and variances and approximations for the
mean and variance of the accumulation rate per-
turbation. A method of applying our analysis to
stratigraphic data is presented. Last, we examine
the e¡ects of particular realizations of these er-
rors, individually and in combination, on the
spectral content of idealized paleomagnetic re-
cords.

2. Event errors

In this section, we ignore variations in accumu-
lation rate and examine the e¡ects of uncertain tie
point ages on the age errors between two tie
points. Consider the case in which we have two
tie points at depths z0 and zM and their inferred
ages are t0 and tM (see Table 2 for a list of sym-
bols). Based on a constant accumulation rate, the
inferred age at any depth z0 9 z9 zM is :

tðzÞ ¼ t0 þ
z3z0

zM3z0
ðtM3t0Þ ð1Þ

The quantity (z3z0)/(zM3z0) is the fractional dis-
tance between tie points and we abbreviate it with
K. If the inferred accumulation rate is not con-
stant, we replace Eq. 1 with the appropriate ex-
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pression and follow the same procedure to derive
an expression for the event error. Let the actual
ages of the tie points be d0 and dM . Then, follow-
ing Eq. 1, the event error for each sample is:

O ðzÞ ¼ d ðzÞ3tðzÞ ¼

d 0 þ K ðdM3d 0Þ3½t0 þ K ðtM3t0Þ� ð2Þ

After a little rearrangement, Eq. 2 becomes:

O ðzÞ ¼ O 0ð13K Þ þ OMK ð3Þ

where O0 = d03t0 and OM = dM3tM are the errors
in the tie point ages. This expression gives the
event error for di¡erent values of O0 and OM .
The event error can be as large as either tie point
error, but is always less than or equal to the larger
of the two. In addition, the contribution of each
tie point error to the total event error is weighted
by the sample’s distance from each tie point.

We calculate statistical properties of several
quantities, such as age errors, based on the fol-
lowing de¢nitions. The expected value of a RV Y
with probability distribution function f(y) is :

E½Y � ¼
Z r

3r

yf ðyÞ dy

and its variance is:

VAR½Y � ¼ E½ðY3E½Y �Þ2�

We now model the tie point age errors as inde-
pendent, zero-mean normal RVs with variances of
c

2
0 and c

2
M . In practice, we choose the variances

to be those corresponding to the age estimates t0
and tM . Then the expected value of Eq. 3 is:

E½O � ¼ 0 ð4Þ

for z0 9 z9 zM . Further, the variance of the event
error is given by:

VAR½O � ¼ c
2
0ð13K Þ2 þ c

2
MK

2 ð5Þ

We note the similarity to Eq. 3; the variance of
the event error is a sum of the squared uncertain-

ties in the tie points weighted by the squared dis-
tance from the tie points.

3. Interpolation errors

3.1. Random accumulation rate variations

We now turn to the case in which we assume
the ages of two tie points are known exactly and
examine the e¡ects of a variable accumulation
rate on the ages of core samples between the tie
points. The tie points are at depths z0 and zM and
their ages d0 and dM are presumed to be known
exactly. We seek a simple statistical model that
produces random errors in the ages of the samples
through variations in accumulation rate. Since the
ages are constrained by the tie points at each end
of the interval, we choose a good neutral model
for the errors in the form of a Brownian bridge
([39] and see also [40] for an application to geo-
magnetism), in which the errors at the end points
are zero and vary randomly in between. Our mod-
el consists of two parts. The ¢rst yields a discrete
set of random steps in accumulation rate at evenly
spaced depths. The second provides a way to es-
timate the actual age, and age error, at any depth
between the tie points.

We begin with a sequence of independent, iden-
tically distributed RVs designated Xi, i=1, 2,T,
M, which are uniformly distributed on the inter-
val [13a, 1+a]. The distribution has a width of 2a,
where 06 a9 1. We take the partial sum:

rk ¼ L
s

Xk

i¼1

Xi; k ¼ 1; 2; T; M ð6Þ

where s6= (zM3z0)/(tM3t0) is the inferred constant
accumulation rate, or background rate. Let r0 = 0.
The sequence of ages rk, k=0, 1, 2,T, M is mo-
notonically increasing and, on average, spans a
time interval ML/s6 or, equivalently, tM3t0.
The size of L describes the lengthscale over
which accumulation rates vary, while the size of
a controls the magnitudes of these variations
through the minimum and maximum allowable
distances between adjacent elements of the sum.
The following are statistical properties of the
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sum in Eq. 6:

E½rk� ¼ k
L
s
; k ¼ 0; 1; T; M ð7Þ

VAR½rk� ¼
a2

3
k

L
s

� �2
; k ¼ 0; 1; T; M ð8Þ

We transform the sequence rk to ¢nd the ages of
the accumulation rate jumps according to the
‘modi¢ed Brownian bridge’:

d k ¼ ðdM3d 03rMÞ k
M

þ rk þ d 0; k ¼ 1; 2; T; M31

ð9Þ

which stretches and/or shrinks the sequence to
¢t in the interval [d0, dM ] and clamps the end
points.

Then, the piecewise constant accumulation rate
is :

sk ¼ L
vd k

; k ¼ 1; T; M ð10Þ

where vdk = dk3dk31. According to Eq. 10, small
values of vdk correspond to large accumulation
rates (Fig. 1). Since the transformation given by
Eq. 9 does not maintain the size of vdk with re-
spect to the spacing of rk, it is possible that the
transformed sequence is not monotonically in-
creasing, in which case vdk 6 0 for at least one
value of k. Moderating the distribution width pa-
rameter a alleviates these two potential problems.
We brie£y describe the e¡ects of the choice of a
on accumulation rate variations and, in Section
3.3, the monotonicity of dk.

We de¢ne the relative perturbation in accumu-
lation rate as:

s�k ¼ sk3s
s

; k ¼ 1; T; M ð11Þ

The relative perturbation is a RV, but is a non-
linear function of dk. The expression is linearized
by expanding in a ¢rst order Taylor series about
E[vdk] [41]. This yields the following approxima-
tions:

E½s�k�W
a2

3
13

1
M

� �
; k ¼ 1; T; M ð12Þ

VAR½s�k�W
a2

3
13

1
M

� �
; k ¼ 1; T; M ð13Þ

These approximations are good when a is less
than 1/3. In this range of a, s�k may be approxi-
mated by a uniform distribution on the interval
[3a, a(1+2a/3)]. As a becomes larger the distribu-
tion of s�k tends to grow a longer tail on the pos-
itive side, while the size of a directly controls the
probable size of s�k, as shown in Fig. 2.

Fig. 1. Determining ages and accumulation rates. (a) The dif-
ference in the actual (solid) and inferred depth^age relation-
ships introduces an age error O(z) = d(z)3t(z) at sample depth
z. (b) The stochastically varying accumulation rate sk (solid)
and the inferred constant rate s6 from our statistical model.
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3.2. The Brownian bridge model for age errors

We now derive an expression for the age error
at a core depth z due to the randomly varying
accumulation rate described above. The actual
age at z is found by integrating the reciprocal
accumulation rate 1/sk with respect to depth.
The result is :

d ðzÞ ¼ d k þ
z3zk

L
vd kþ1 ð14Þ

for zk 9 z6 zkþ1 and k=0, 1, 2,T, M31. The
quantity (z3zk)/L is the fractional distance be-
tween successive jumps in accumulation rate and
we abbreviate it with L.

Following Eq. 1 for the inferred ages of the
samples based on a constant accumulation rate,
the interpolation error for each sample is:

O ðzÞ ¼ d ðzÞ3tðzÞ ¼

d k þ L vd kþ13½t0 þ K ðtM3t0Þ� ð15Þ

But by hypothesis the errors are zero at the end
points, so d0 = t0 and dM = tM . After substituting
and simplifying, we ¢nd:

O ðzÞ ¼ d kð13L Þ þ d kþ1L3½d 0ð13K Þ þ dMK �
ð16Þ

Since O(z0) = O(zM ) = 0, the error expression has
the form of a Brownian bridge, as required. The
expected value of Eq. 16 is :

E½O � ¼ 0 ð17Þ

for z0 9 z9 zM . Further, we ¢nd the variance of
the interpolation error is given by:

VAR½O � ¼

L
s

� �2a2

3
k 13

k
M

� �
32L

k
M

þ L
2 13

1
M

� �� �
ð18Þ

for zk 9 z6 zkþ1 and k=0, 1,T, M31.

3.3. Practical details

For marine sediments, a N
18O database such as

SPECMAP [2], comprises a set of cores and, for
each core, age estimates of 20 to 50 tie points over
the last few hundred thousand years. Examination
of the database reveals that accumulation rate
variations can range from 50 to 100% over long
and short time-scales and that variations of this
size occur frequently and are common in globally
distributed cores during climatically stable epochs
(i.e. glacial and interglacial). To achieve s�kVO(1)
(on the order of magnitude of 1) as suggested by
SPECMAP data, we choose a around 0.5 (Fig. 2).
However, to compare our statistical model to ob-
servation, we require a more precise depth^age
relation between two tie points that are separated
by O(10) kyr. To this end, we use the radiometri-
cally dated section of core P094 [42] that spans
about 1^20 kyr in age and comprises 12 distinct
age estimates. We assume that these age determi-
nations and those of the two surrounding tie
points are exact. The measured and modeled ac-
cumulation rate variations and their histograms
(Fig. 3) indicate this realization represents a
physically plausible process.

Fig. 4 shows the maximum and mean magni-
tude of interpolation errors and their variations
with a and L. The magnitudes of the errors also
depend on the background accumulation rate s6
which is determined by the inferred ages of the
tie points and their depths. For these results, we

Fig. 2. Accumulation rate perturbations. The variations of
the maximum (solid) and mean relative perturbation s�k as
functions of the uniform distribution width parameter a.
These relationships hold for all s6 and L. The oscillations
above a=0.8 are a random artifact due to increasing vari-
ability of s�k and high probability of negative vdk.
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have used the parameters of the ¢rst segment in
the record of Yamazaki and Ioka [37], for which
s6=3.38 cm kyr31. Since L is the lengthscale of the
accumulation rate variations, doubling s6 is equiv-
alent to halving L in this context (see Eq. 18).
Thus, larger mean accumulation rates (smaller
L) yield smaller age errors.

A negative value of vdk is equivalent to revers-
ing the order of two adjacent samples. Folding
due to £ow in ice and bioturbation or current
generated overturn in sediments may produce a
similar situation physically, but the details of
these processes are presently beyond the scope
of our model. To avoid inconsistencies, we de-
mand that vdk s 0. It can be shown that dk is
guaranteed to be monotonically increasing when
a9 1/3. However, in practice, it is quite improb-
able that vdk 6 0 for any k, even for larger values
of a. For reasonable values of L/s6, the probability
of this occurring is 6 0.1 when a=0.9 and 6 0.5

when a=1.0. Thus for aW0.5, it is very unlikely
that a particular realization of vdk 6 0 for any k.

4. Event and interpolation errors combined

To obtain an error expression, its expected val-
ue and variance when we consider both types of
age error, we begin with Eq. 15:

O ðzÞ ¼ d k þ L vd kþ13½t0 þ K ðtM3t0Þ� ð19Þ

Since ages t0 and tM are again uncertain, we can-
not replace them with the actual ages d0 and dM as
we did in Section 3.2. Thus, Eq. 19 is the expres-
sion we seek for the combined errors. It can be
shown that this expression is the sum of the two
individual errors Eqs. 3 and 16. It follows that the
expected value of Eq. 19 is zero. Since the RVs in
each age error case are independent and each con-

Fig. 3. Accumulation rate perturbations. Example from [42]. (a) Relative perturbation s�k = (sk3s6)/s6 with an arithmetic mean rate
of s6=18.5 cm kyr31. (b) Estimate of probability density function (PDF) for data in a. Example from statistical model with
a=0.5 and L=5 cm. (c) Relative perturbation. (d) Estimate of PDF for data in c.
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tribution has an expected value of zero, the var-
iance of the combined errors is the sum of the two
individual variances given by Eqs. 5 and 18:

VAR½O � ¼ c
2
0ð13K Þ2 þ c

2
MK

2þ

L
s

� �2 a2

3
k 13

k
M

� �
32L

k
M

þ L
2 13

1
M

� �� �
ð20Þ

Following the Taylor series method of Section
3.1, we ¢nd similar approximations for the rela-
tive accumulation rate perturbation:

E½s�k�W
c

2
0 þ c

2
M

ðtM3t0Þ2
þ a2

3
13

1
M

� �
; k ¼ 1; 2; T; M

ð21Þ

VAR½s�k�W
c

2
0 þ c

2
M

ðtM3t0Þ2
þ a2

3
13

1
M

� �
; k ¼ 1; T; M

ð22Þ

These expressions re£ect the contributions of the
tie point age errors and the variable accumulation
rate. The signi¢cance of the former depends on
the size of the combination of variances relative
to the record length in kyr squared, or a measure
of relative stretching or shrinking of the record
length due to erroneous tie point ages.

5. Application to data

We brie£y illustrate the application of our mod-
el to the N

18O dated record of [37]. The ¢rst seg-
ment is bounded by events 2.20 and 4.24, which
have dates and uncertainties of 17.85 T 1.37 ka
and 70.82T 3.95 ka [35]. Referring to Eq. 3, we
see that in this segment the event error contribu-
tion could be as high as 3.95 kyr near 70 ka. The
mean event error magnitude between two tie
points is simply the average of the two uncertain-
ties, or about 2.66 kyr for this segment. The
length of the segment is approximately 180 cm,
yielding s6=3.4 cm kyr31. If we take a sampling
interval of 2 cm and assume accumulation rate
perturbations that are O(1) (a=0.5), then, from
Fig. 4a we can expect mean interpolation error

magnitudes that are no more than 10 kyr and
maximum interpolation errors that are less than
30 kyr when the lengthscale L=10 cm (or an
equivalent timescale of about L/s6=3 kyr). The
maximum errors are quite a bit larger than the
event errors. For smaller L the age errors decrease
and are less than a kyr for L6 1 cm. The domi-
nance of one of the two errors sources depends on
the lengthscale of the accumulation rate varia-
tions.

Fig. 4. Interpolation errors. (a) The maximum and mean in-
terpolation error magnitude dOk d as functions of a for di¡er-
ent lengthscales L=0.1, 1 and 10 cm. (b) The maximum and
mean interpolation error magnitude dOk d as functions of L for
di¡erent width parameters a=0.25, 0.5 and 0.75. For these
examples we used s6=3.38 cm kyr31, the same value as the
¢rst segment of the Yamazaki and Ioka record [37].
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6. Numerical experiments

We turn to paleomagnetism and apply our sta-
tistical model to a simulated magnetic intensity
record generated directly from the Gauss coe⁄-
cients of the uniform heat £ux dynamo simulation
of Glatzmaier et al. [43]. The statistical properties
of the dynamo model and its relevance to the
geomagnetic ¢eld are discussed by McMillan et
al. [44]. Our primary assumption is: the simula-
tion provides intensity records that are su⁄ciently
similar to actual data to be meaningful in this
context. Moreover, in treating exact intensity val-
ues, we assess the e¡ects of event and interpola-
tion errors in the absence of signal smoothing due
depositional e¡ects or ¢nite sample size (see [45]
for a discussion on the e¡ects of sampling and
lock-in processes). Each of our experiments in-
volves a comparison of the spectral content of
two records. The reference record is the one com-
puted directly from the dynamo simulation and is
therefore considered exact, while the second rec-
ord is contaminated with age errors modeled by
the above stochastic processes. The errors are
found by generating random numbers and trans-
forming them according to Eqs. 3 and 16. We
compute the coherence between the two records
to estimate which spectral components are re-
tained or lost due to the age errors. In each
case, we show typical results from a single realiza-
tion of the randomly generated errors.

The coherence is a measure of the correlation,
or linear relation, between two records at each
frequency of their spectral estimates and is nor-
malized by the root of the product of the two
power spectra. As such, a high coherence does
not necessarily imply that either record contains
a strong signal in a particular frequency band rel-
ative to those at other frequencies. On the other
hand, a high coherence implies correlation be-
tween the two records, giving a potential means
to distinguish geomagnetic signals in the cor-
rupted record. A statistical con¢dence level, below
which the two records are likely uncorrelated, is
often used to decide which values of coherence are
‘high’. Two random signals produce coherence
values below the P% con¢dence level P% of the
time. In other words, random signals may show

signi¢cant coherence at a particular frequency
(1003P)% of the time by chance. For an alterna-
tive view, suppose we suggest the following mod-
el. The contaminated record can be computed
from the clean one through a linear transfer func-
tion. Then the coherence indicates the amount of
variance in the power spectrum of the contami-
nated record that can be explained by our model.
In this case, we decide what values of coherence
are ‘high’ based on how well we want our model
to perform. For example, we might be suspicious
of a coherence peak that reaches 0.4, if it is well
above our chosen signi¢cance level because our
model is explaining only 40% of the variance in
the power spectrum of the contaminated record.

Fig. 5. Event Errors. (a) Magnetic ¢eld intensity as a func-
tion of actual age (dotted) and as a function of inferred age.
(b) Coherence (thick line) and phase between the two records
in (a). The dashed line is the 95% con¢dence level for the co-
herence, below which the two records are likely uncorrelated.

EPSL 6286 25-7-02

D.G. McMillan et al. / Earth and Planetary Science Letters 201 (2002) 509^523 517



The records may not, in fact, be linearly related
and our model is then incapable of explaining a
certain amount of variance. For our error model,
only the case of a rigid shifting of the contami-
nated record (both tie point ages in error by the
same amount) yields a strictly linear relation be-
tween it and the original. In the following experi-
ments, we investigate the degree to which age er-
rors cause a violation of this linear model.

We examine the situation in which we have
estimates for the ages of ¢ve tie points spanning
about 230 kyr: those for oxygen isotope events
2.0, 5.0, 6.0, 7.0 and 8.0. These tie points have
been chosen based on the work of Yamazaki
and Ioka [37], wherein they inferred dates for
¢ve sedimentary paleomagnetic records of a sim-
ilar length to ours using similar tie points. The
dates and uncertainties of each of our tie points
are from [35] and are listed in Table 1. We appeal
to the SPECMAP database for background accu-
mulation rates. The core V27-116 has age esti-
mates for these tie points with few additional
age estimates and relatively small accumulation
rate variations between the stage boundaries (the
largest is about 25%). We take a weighted average
and set our background rates to s6=3.0, 5.6, 2.0
and 3.5 cm kyr31. We examine results for L=1
and 10 cm, corresponding to accumulation rate
variations that occur over times of a few hundred
years or a few thousand years, respectively. The
maximum variations are set at approximately the
same order as the background rates with a=0.5.
We choose a depth sampling interval of 2 cm.

6.1. Event errors

Our ¢rst experiment involves modeling the er-
rors in the tie point ages of Table 1 as stochastic
processes. The error realizations are also listed in
Table 1. Plots of the magnetic ¢eld intensity as
functions of the actual and inferred ages are pre-
sented in Fig. 5. In the time domain, many iden-
ti¢able peaks have been shifted by as much as
5 kyr. The coherence indicates that the record
with inferred ages retains signals with periods
greater than about 15 kyr, while the phase sug-
gests these coherent signals remain nearly in
phase. The results change very little when we

look at other realizations of the tie point errors.
However, when the age uncertainties are doubled,
the coherence drops below the 95% con¢dence
level at about 0.04 kyr31, increasing the minimum
coherent period by 10 kyr.

Fig. 6. Interpolation errors. L=1 cm, a=0.5. Same descrip-
tion as Fig. 4.

Table 1
Stage boundary ages, uncertainties [35] and applied errors
(units of kyr)

Stage Age c Error

2 12.05 3.1 2.7
5 73.91 2.6 3.3
6 129.8 3.0 34.8
7 189.6 2.3 33.3
8 244.2 7.1 4.0
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6.2. Interpolation errors

For a second experiment, we follow the meth-
ods of Section 3 and compare the spectral content
of our reference record with that of a record con-
taminated solely with age errors due to variable
accumulation rates on two lengthscales L=1 cm
and L=10 cm.

For L=1 cm, the time domain records (Fig. 6)
show that peaks have been shifted by as much as
2 kyr. In the frequency domain, the results are
considerably better than the previous case. The
two records maintain signi¢cant coherence for pe-
riods greater than 5 kyr, while the phase remains
stable and near zero.

The results for L=10 cm (Fig. 7) are very dif-
ferent. In the time domain, peaks have been
shifted by 5 kyr or more, while the longest coher-
ent period has been reduced to about 15 kyr. We
note the similarity of these results to those for
event errors only.

6.3. Combined errors

Finally, we combine the two types of age errors
and make a similar comparison. We choose inter-
polation errors with L=10 cm because their mag-
nitudes are similar to those due to event errors.

Fig. 8 demonstrates that the spectral content of
the inferred record is better than those in the in-
dividual cases. We see peak displacements up to
5 kyr and coherent signals for periods greater
than about 10 kyr. However, the signals become
out of phase rapidly for slightly longer periods.
These results suggest the possibility that a combi-
nation of age errors due to accumulation rate
variations and errors in tie point ages can con-
spire to produce coherent, possibly out of phase,
signals in a contaminated record.

7. Discussion and conclusions

We have developed a statistical model that
quanti¢es potential age error in stratigraphic

Fig. 7. Interpolation errors. L=10 cm, a=0.5. Same descrip-
tion as Fig. 4.

Table 2
List of symbols

a parameter controlling the width of the
distribution of Xi, and thus the magnitude of s�k

L lengthscale of accumulation rate perturbations
M M+1 steps in accumulation rate per section
O(W) order of magnitude
RV random variable
rk scaled sum of k RVs Xi

t(z) inferred age at depth z
s6 constant background accumulation rate
sk perturbed accumulation rate between steps k31

and k
s�k relative perturbation in sk

Xi RVs uniformly distributed on [13a, 1+a]
K fractional distance between tie points
L fractional distance between steps in

accumulation rate
vdk di¡erence between adjacent actual ages dk and

dk31

c0, cM standard deviation of errors in tie point ages
d(z) actual age (random) at depth z
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core records and have applied our methods to
sedimentary paleomagnetism. Numerous related
¢elds make similar assumptions when inferring
dates for a record of some physical quantity.
For example, oxygen isotope stratigraphy may
be used to date geological or biological quantities
[24]. In contrast, an alternative, such as the geo-
magnetic polarity timescale with linear interpola-
tion of ages between reversals, has been used to
date climate proxies in sedimentary cores [26].
Then, the errors in reversal ages (see [31]) are
analogous to errors in our tie point ages and
our analysis applies to the dating of climate proxy
records.

The approach of Moore and Thompson [29] is
similar to ours in that they quantify the e¡ect of
jitter on the spectral content of their signal. Their

simplifying assumptions allow the reversal of sam-
ples and are limited to a speci¢c family of spectral
densities. Although our method can cause samples
to switch places, the range of parameters useful
for paleomagnetism makes this very unlikely. It
might be possible to examine analytically spectral
densities contaminated by our model, but likely
only tractable for the simple case of event errors
at two tie points. Huybers and Wunsch [30] pro-
pose a precise de¢nition of jitter, but one that is
not amenable to statistical analysis, except by ob-
servation. A particular di⁄culty in estimating age
errors is the statistical characterization of varia-
tions in marine sediment accumulation. Huybers
and Wunsch [30] introduce a promising spectral
method that could help provide our analysis with
a more realistic accumulation rate perturbation.
Agrinier et al. [31] developed a statistical model
that could be applied to sedimentary paleomagne-
tism. Rather than provide an explicit expression
in terms of RVs for age errors, their method gen-
erates a suite of age realizations and a measure of
the likelihood of each one.

We present a statistical analysis that is designed
to model age errors in the simplest way possible
under a variety of realistic stratigraphic condi-
tions. We have kept the model simple in order
to provide closed form expressions for the ex-
pected values (Eqs. 4 and 17) and variances of
the age errors (Eqs. 5, 18 and 20). These expres-
sions are essential to understanding the statistical
properties of the age errors. Further, the standard
deviations (

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
variance

p
) may be used to estimate

bounds on 1c error bars for the inferred ages of
a stratigraphic record. We note that this model is
not intended to be a mathematical representation
of physical processes such as deposition and mag-
netization acquisition. However, with di¡erent
methods of calculating inferred age, it can be
easily modi¢ed to account for samples of ¢nite
size and depth integrated acquisition of magnet-
ization.

It is simple to quantify event errors for a record
and we choose to model the tie point age uncer-
tainties as zero-mean RVs. Alternatively, one
might want to vary the tie point errors and exam-
ine their e¡ects systematically. The statistical ap-
proach is favorable because it shows what is likely

Fig. 8. Combined errors. L=10 cm, a=0.5. Same description
as Fig. 4.
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(and sometimes what is unlikely) to occur, with-
out the burden of examining an excessive number
of model results or the myopia that results from
compressing so many observations into a manage-
able form.

In the context of marine sediments, our goal
has been to model age errors caused by variations
in accumulation rate occurring independently of
climate and glaciation e¡ects. Some candidate
physical mechanisms for these stochastic varia-
tions are: local disturbances in deposition rate;
di¡erent rates of compaction over time; and epi-
sodic or periodic climate e¡ects on decadal or
centennial timescales. It is certain that accumula-
tion rates vary signi¢cantly between stage bound-
aries. However, it is di⁄cult to condense the often
sparse data into simple statistical rules, especially
when the data may not be capturing higher fre-
quency variations. We have shown the model is
capable of producing physically plausible accumu-
lation rate variations (Fig. 3), but the paucity of
relevant data puts a more comprehensive statisti-
cal assessment out of reach. We have neglected
the problem of modeling erosion, which causes
segments of paleomagnetic information to be
missing from the measurements. Erosion, deter-
ministic components and alternative stochastic
variations in accumulation rates might be ad-
dressed by direct modeling of accumulation rate
variations, then inferring age errors. We have
found that to take this approach analytically, as
we have done above, leads quickly to ungainly
expressions that do not readily reveal illustrative
quantities like the expected value or variance. In
this case, one might resort to numerical simula-
tions and so gain the freedom of specifying accu-
mulation rates ¢rst, as in [31].

We have applied our model of age errors due to
uncertain tie point ages (event errors) and due to
accumulation rate variations between tie points
(interpolation errors) in four experiments related
to sedimentary paleomagnetism: each contribu-
tion separately and in combination. The event er-
ror at any distance between the tie points is itself
likely to be of the same order as the tie point age
uncertainties. Interpolation errors span a larger
range depending on the lengthscale of the accu-
mulation rate variations. For LVO(1) cm, inter-

polation errors are likely to be smaller than event
errors, while larger L can yield age errors that are
considerably greater than event errors. Our nu-
merical experiments generate probable event er-
rors of 337 kyr and up to 30 kyr interpolation
errors (Table 1 and Fig. 4). The e¡ects of each
instability on the spectral content of records is
severe. The combination of event and interpola-
tion errors may produce signi¢cant coherence be-
tween the contaminated and clean signals. For a
given set of uncertainties and many realizations,
these are generally robust conclusions.
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