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Abstract

Two decades after their birth, the validity of fault slip inversion methods is still strongly debated. These methods are based

upon a very simplified mechanical background, the Wallace–Bott hypothesis. Following previous studies, the 3D Distinct

Element Method (3DEC software) is used to explore the effect of varying stress anisotropy (i.e. the ‘‘shape’’ ratio) on slip

perturbation along pairs of faults. Two end-member configurations are modelled in taking into account fault friction and internal

deformation of faulted blocks. The first model deals with a relatively simple case where two nonintersecting conjugate normal

faults are reactivated in an oblique normal stress regime. The second one simulates an extreme situation where two perpendicular

intersecting faults are submitted to oblique extension. The average direction of fault slip predicted by 3DEC models is compared

to the corresponding slip predicted by the simplified Wallace–Bott model. For the two simulated cases, it is shown that results

from 3DEC and Wallace–Bott models are mutually consistent and argue for the validity of fault slip data inversion methods.

Consistency remains even if slip is significantly deviated near the intersection line of faults. These deviations depend on the

degree of anisotropy of applied stresses in presence of fault friction. Furthermore, modelling results suggest that, for intersecting

faults with convergent slip directions, consideration of fault friction in the models leads to reduction of slip perturbation. In other

words, modelling results lead to the nonintuitive conclusion that the validity of the simplified Wallace–Bott model is

strengthened when 3DEC model’s complexity (i.e. the number of parameters incorporated) increases.
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1. Introduction

Although their validity is still strongly debated

(Twiss and Unruh, 1998; Gapais et al., 2000;

Maerten, 2000), fault slip inversion methods (Carey

and Brunier, 1974; Angelier, 1975; Gephart and

Forsyth, 1984; Reches, 1987) are nowadays com-

monly accepted and used. The polemics arise from

their background assumptions, the so-called Wallace–

Bott hypothesis (Wallace, 1951; Bott, 1959). The

Wallace–Bott hypothesis incorporates the following

assumptions: (1) slip on fault surfaces occurs parallel

to the greatest resolved shear stress, (2) faults are

planar, (3) blocks are rigid, (4) neither stress pertur-

bations nor block rotations along fault surfaces occur,
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and (5) the applied stress state is uniform. These

assumptions imply very drastic simplifications of

the mechanical problem and seem to disagree with

field observations, such as geometrical complexity of

fault surfaces (e.g. Wallace and Morris, 1986; Tibaldi,

1998), local stress perturbations as evidenced by

microstructures (Hancock, 1985; Petit, 1987) and

block rotations along fault surfaces (Twiss and Geffel,

1990; Twiss et al., 1991; Pascal, 1998). Hence, one

may wonder as to what extend these simplifications

invalidate from the start the validity of inversion

methods. Indeed, the use of fault slip data inversion

methods in numerous field studies demonstrated that

this is not the case (e.g. Mattauer and Mercier, 1980;

Zoback et al., 1981; Angelier et al., 1985; Barrier and

Angelier, 1986; Letouzey, 1986; Bergerat, 1987;

Mercier et al., 1987; Huchon et al., 1991). One of

the most convincing examples of such a demonstra-

tion was given by Le Pichon et al. (1988). The

reconstructed Cenozoic paleostress patterns in the

western European Platform (Bergerat, 1987) were

found to be in good agreement with paleomagnetic

studies and paleogeographic reconstructions (Le

Pichon et al., 1988). Such a demonstration was

empirical and a theoretical approach of the problem

was still needed. Dupin et al. (1993) and Pollard et al.

(1993) pioneered the use of numerical methods to

check the validity of the Wallace–Bott hypothesis.

Their preliminary results suggest that slip senses

predicted by more refined mechanical models (i.e.

including internal deformation of faulted blocks and

interaction between faults) do not differ significantly

from those predicted by the simplified Wallace–Bott

model. More recently, Maerten (2000) explored

numerically the consequences of varying geometry

of intersecting faults on slip directions. He concluded

that significant deviations to the Wallace–Bott model

are expected close to the intersection line between

faults. However, the complete set of degrees of free-

dom has not been explored yet. In particular, little

attention has been paid until now on the influence of

varying stress anisotropy on slip perturbation, in the

presence of fault friction.

Following Dupin et al. (1993), the 3D Distinct

Element Method (3DEC) was used to model various

fault configurations of intersecting and nonintersecting

pairs of faults. In order to reproduce very general

cases, each model was submitted to polyaxial stress

states with principal axes being significantly oblique

to fault orientations. Two particular models are pre-

sented here. They represent two end-member cases

where moderate and strong slip perturbations, respec-

tively, can be expected. The first model deals with the

relatively simple case of a conjugate pair of non-

intersecting normal faults reactivated in an oblique

normal stress regime (i.e. r3 oblique to fault strike). In

the second model, two intersecting faults with perpen-

dicular strikes are submitted to oblique extension. The

average directions of slip on the fault planes are

compared to the directions of slip predicted by the

Wallace–Bott model. Finally, mechanical consistency

of the models is discussed through consideration of the

modelled strain patterns.

2. Modelling procedure

2.1. Principles of the 3D Distinct Element Method

The commercial software 3DEC (Itasca Consul-

tants) is a 3D version of the Distinct Element Method

(DEM, Cundall, 1971, 1988). The purpose of the

numerical DEM is to calculate stress and strain inside

discontinuous media such as fractured rock masses.

Mechanical equations are time-integrated and solved

using a finite differences technique. In the DEM, the

medium is divided into several distinct blocks (Fig. 1).

Classical continuum constitutive laws are applied for

the interior of each block and relative displacements

between blocks are calculated. Blocks interact at their

contacts, where constitutive laws are defined. Mathe-

matical principles are briefly summarised below. A

complete mathematical description of the DEM is

given by Cundall (1980, 1988) and Last and Harper

(1990).

Block displacements are calculated from out-of-

balance moment and forces applied to the centre of

gravity of each block. Resultant forces include boun-

dary forces applied to the edges of the block and,

possibly, gravity if introduced by the user. Block

acceleration,
!̈
uðtÞ, is related to resultant forces,

!
FðtÞ,

by Newton’s second law:

!̈
u ¼

!
FðtÞ
m

, ð1Þ

where m represents block mass and t, time.
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The new position of the block induces new con-

ditions at block boundaries and thus new contact

forces. The constitutive laws applied to the contacts

are:

Drn ¼ knDun; ð2Þ

Ds ¼ ksDus; ð3Þ

where kn, ks are the normal and shear stiffness per unit

area of the contact, Drn, Ds and Dun, Dus are the

normal and shear stress increments and the normal and

shear displacement increments, respectively. Stresses

calculated at nodes located along contacts are submit-

ted to the selected yield criterion (e.g. Mohr–Coulomb

criterion):

s ¼ lrn þ c0; ð4Þ

where l is the coefficient of friction and c0, cohesion.

In order to prevent opening of the contacts, no tension

is permitted along them:

rnz0: ð5Þ

Internal deformation of blocks is taken into account

in meshing the blocks into tetrahedra. Newton’s sec-

ond law is then applied at each node to calculate

velocities and displacements. Strains are determined

from displacements and stresses are derived from the

constitutive law selected by the user. Pure elastic

conditions as defined by Hooke’s Law were applied

for this study.

2.2. Parameters and modelling strategy

Two types of discontinuities are introduced into

3DECmodels: active joints and inactive joints (Fig. 1).

Active joints simulate faults. I considered here cohe-

sionless faults with a coefficient of friction equal to

0.58 (i.e. corresponding to an angle of friction

/ = 30j). Cohesionless faults are assumed to exist at

relatively shallow depths (Byerlee, 1978). Inactive

joints were used to isolate active ones from the model

boundaries and thus to prevent free surface effects.

Their mechanical properties (Table 1) were selected in

order to prevent block displacements along them.

Following Dupin et al. (1993), a value of 200 GPa/m

is adopted for both normal and shear stiffness per unit

area of contacts. This value was empirically deter-

mined and prevents the contacts undergoing unrealisti-

cally drastic deformations. Elastic parameters and

Fig. 1. Principle of the 3D Distinct Element Method. Active joints (i.e. faults) split elastic blocks apart. Blocks deform internally and are free to

move along the faults when boundary stresses are applied. Inactive joints are used for technical purposes.
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density (Table 1) correspond to those measured in

sedimentary rocks (e.g. Carmichael, 1989). An initial

confining pressure of 5 MPa (i.e. representative of

shallow depths in the upper brittle crust, Brown and

Hoek, 1978) was set before application of boundary

stresses. Extension was simulated as an initial stress

relaxation along r2 and r3 axes, both axes being

horizontal. The scale of the model was assumed to

be small enough (i.e. f 10 m) to be able to ignore the

effects of the natural pressure gradient with depth.

Models were carried out as a function of the ‘‘shape

ratio’’ U=(r2� r3)/(r1� r3), with 0VUV 1 (Angel-

ier, 1975). For this study, U values were restricted to

0 <U < 1 in order to simulate the polyaxial stress states

(i.e. r1 p r2 p r3) most likely to dominate in nature.

The ratio U represents the geometry of the shape of the

stress ellipsoid; hence, it represents one aspect of the

anisotropy of the applied stress state. Practically

speaking, models were carried out as a function of

r2, keeping constant r1 and r3. The average direction

of slip was calculated on each fault plane and com-

pared to the sense of slip predicted by the Wallace–

Bott model. The analytical SORTAN method (Pascal

and Gabrielsen, 2001) was used to calculate Wallace–

Bott slip on fault planes.

Finally, in order to track significant mismatches

between applied boundary stresses (i.e. far-field stres-

ses) and simulated stress fields in the faults’ neighbour-

hood (i.e. perturbed local stress fields), the Mohr–

Coulomb criterion was written as a function of the

adopted degree of freedom, the ratio U (see Appendix

A). For every fault plane of the following 3DEC

experiments, the Mohr–Coulomb criterion is com-

puted as a function of the ratio U applied at model

boundaries. If fault reactivation is predicted for con-

trasting U values by 3DEC and by Eq. (18) (Appendix

A), respectively, it means that the shear stress on the

fault plane has been modified, with respect to the shear

stress that would result form direct application on the

fault of the boundary stresses. In other words, the local

stress state is perturbed by kinematic interaction

between faults. Note that it does not automatically

imply that only the local U ratio is modified with

respect to U applied. Local rotations of stress axes

Table 1

Parameters used in the modelling

Blocks rheology

Young modulus E = 22 GPa

Poisson’s ratio m= 0.3
Density q= 2300 kg/m3

Fault properties

Coefficient of friction l= 0.58

Cohesion C0 = 0

Normal and shear stiffness kn = ks = 200 GPa/m

Properties of inactive joints

Coefficient of friction l= 100

Cohesion C0 = 10
6 GPa

Normal and shear stiffness kn = ks = 200 GPa/m

Boundary stresses

Initial confining pressure 5 MPa

Differential stress Dr= 6 MPa

(r1 = 5 MPa, r3 =� 1 MPa)

Fig. 2. 3DEC model 1. A pair of conjugate normal faults submitted

to oblique extension. (a) 3DEC model. (b) Model sketch, note that

fault displacements are magnified by 1000 times.
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Fig. 3. Results of 3DEC model 1. Bars and arrows depict the local and average directions of slip on the two considered fault planes, respectively.

Models are run as a function of the shape ratio U. The mean pitch of the slip vector and its associated standard deviation predicted by 3DEC is

indicated. The pitch predicted by the Wallace–Bott (W–B) model is also shown.
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can also explain the mismatch between 3DEC and Eq.

(18) predictions.

3. Model 1: conjugate normal faults submitted to

oblique extension

This first modelling attempt considers two conju-

gate normal faults reactivated in a normal stress

regime with r3 horizontal and oblique to the dip

direction of the faults (i.e. 60j, Fig. 2). Three differ-

ent runs were performed, varying the ‘‘shape ratio’’ U
(Fig. 3). The corresponding anisotropies of the

applied stress field are presented as Mohr circles in

Fig. 3. The three cases represent polyaxial stress

states with r1 p r2 p r3: U = 0.3 (i.e. r2 closer to r3

than to r1), U = 0.5, (i.e. r2 equal to the mean value

between r1 and r3) and U = 0.7 (r2 closer to r1 than to

r3). Arrows and bars on fault surfaces (Fig. 3) show

the trace of the slip vector of the hanging wall and

the local directions of slip, respectively. The mean

pitch of the slip vector and its associated standard

deviation were calculated for every fault plane at

every run.

The first remark that can be made is that motion on

fault F1 stops when U reaches the value 0.7 (Fig. 3).

More precisely, the 3DEC model predicts cessation of

slip along F1 for an applied U value falling between 0.5

and 0.7. Slip along F2 occurs regardless of U. For

comparison, the analysis presented in Appendix A is

applied to the faults F1 and F2, when submitted to

similar boundary stresses, and results are plotted as a

function of U (Fig. 4). The Mohr–Coulomb criterion

always predicts slip for F2 independently of U and

cessation of slip for F1 whenU exceeds the value 0.625

(Fig. 4b). A good correspondence was found between

Fig. 4. Method used to track eventual local stress perturbations. (a) The Mohr–Coulomb criterion is written as a function of the shape ratio U.

(b) Obtained parabolic functions are drawn for the two considered faults F1 and F2 in model 1. The predicted U value for cessation of slip along

F1 is compared with 3DEC results (Fig. 3). If consistent U values are found between analytical and 3DEC calculations, then the stress field is not

significantly perturbed by fault interactions.
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3DEC results and analytical results derived from Eq.

(18). In other words, for this specific fault and stress

configuration, 3DEC predicts no significant perturba-

tion of the magnitude of the resolved shear stress on

fault planes.

A close inspection of the simulated slip directions

on fault surfaces (Fig. 3) reveals that, when predicted

for one given experiment (i.e. for U = 0.3, 0.5 or 0.7),

the directions of slip on one fault surface (i.e. F1 or F2)

remain remarkably consistent. The standard deviation

associated with the predicted mean pitch falls between

2j and 4j. The strongest deviations to the average

motion are generally observed at the base of the fault

surfaces (i.e. where accommodation space problems

occur).

As expected from Wallace–Bott methods, mo-

tions become more oblique when the ratio U in-

creases (Wallace, 1951). Comparison between the

mean pitch predicted by 3DEC, for every fault at

every run, and the corresponding Wallace–Bott pitch

reveals that the mismatch between both models re-

mains very modest (Figs. 3 and 5). Results from both

models differ less than 6j for the two faults and the

three runs.

4. Model 2: a pair of perpendicular intersecting

faults submitted to oblique extension

The second model deals with a more complex fault

pattern, where strong interactions between faults are

expected. Model 2 involves a pair of perpendicular

intersecting faults with r3 making angles of 30j and

60j with F1 and F2, respectively (Fig. 6). Results are

presented as a function of U in Fig. 7, in using similar

conventions as for Fig. 3.

Fig. 5. Comparison between 3DEC and Wallace–Bott results for model 1. Applied principal stress axes are represented. Schmidt projection on

the lower hemisphere.

Fig. 6. 3DEC model 2. A pair of perpendicular and intersecting

faults submitted to oblique extension. (a) 3DEC model. (b) Model

sketch, note that fault displacements are magnified by 1000 times.
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Again the 3DEC model shows cessation of F1 slip

for applied shape ratio values falling between U = 0.5

and U = 0.7 (Fig. 7). However, when applied to the

modelled faults, the analysis presented in Appendix A

predicts reactivation for F2 independently of U and no

slip for F1 when U overcomes the value 0.89 (Fig. 8).

Hence, local stress fields promoting fault reactivation

in the 3DEC model are significantly perturbed with

Fig. 7. Results of 3DEC model 2. Bars and arrows depict the local and average directions of slip on the two considered fault planes, respectively.

Models are run as a function of the shape ratio U. The mean pitch of the slip vector and its associated standard deviation predicted by 3DEC is

indicated. The pitch predicted by the Wallace–Bott (W–B) model is also shown.
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respect to applied boundary ones. Stress perturbation

results in decreasing the efficiency of local stresses to

reactivate fault F1 (i.e. through decreasing the magni-

tude of the shear stress vector applied to F1).

Consideration of directions of slip on fault surfaces

(Fig. 7) shows that stress perturbation implies also

perturbation of slip directions. Hanging-wall rotations

are observed (e.g. Fig. 7, F2 and U = 0.3). As a

consequence, the standard deviation of the calculated

mean pitch is larger than in the previous model and

reaches values between 5j and 7j. Slip is strongly

perturbed close to the intersection line of the two faults.

Perturbation operates in a way that slip tends to parallel

this line as observed by Maerten (2000). For the two

modelled faults, maximum block rotations (i.e. slip

perturbation) are predicted for U = 0.3 and rotations

decrease with U. This effect is particularly highlighted

by the decrease withU of the standard deviation related

to the mean pitch of the slip vector on fault F2.

Interestingly, the amount of slip along F1 also decreases

withU. Furthermore, when faulting along F1 is stopped

(i.e. for U = 0.7), slip rotations along F2 become negli-

gible. Hence, most of the slip perturbation is accounted

by kinematic interactions between faults. In contrast,

the standard deviation related to the mean pitch of the

slip vector on fault F1 increases between U = 0.3 and

U = 0.5. However, it is worth noting that the predicted

amount of slip on F1 is drastically reduced when

U = 0.5. Thus, the apparent standard deviation increase

for F1 is more likely accounted the increase of system-

atic errors in calculating the mean pitch of the slip

vector.

Comparison between predicted Wallace–Bott

pitches and calculated 3DEC mean pitch on faults F1
and F2 is presented on stereoplots in Fig. 9. Despite the

perturbations observed on particular regions of the fault

planes, average block displacements and slip directions

predicted by 3DEC and Wallace–Bott methods,

respectively, remain in good agreement. The scatter

between the results given by the two methods is in

general less than 10j and equal to 12j for F1 and

U = 0.5. As it is emphasised above, the results for this

specific case are likely to be affected by errors. Never-

theless, it is remarkable that Wallace–Bott and 3DEC

results converge for fault F2 when U increases (Fig. 9).

Hence, the amount of slip on fault F1 decreases (Fig. 7).

In other words, perturbations induced by F1 on F2 slip

decrease with U. It implies that the scatter between

Fig. 8. The Mohr–Coulomb criterion written as a function of the

shape ratio U. The predicted U value for cessation of slip along F1
disagrees with 3DEC results from model 2 (see text and Fig. 7).

Hence, the local stress field is significantly perturbed by fault inter-

actions.

Fig. 9. Comparison between 3DEC and Wallace–Bott results for model 2. Applied principal stress axes are represented. Schmidt projection on

the lower hemisphere.
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3DEC and Wallace–Bott pitches calculated for F2
decreases also with U and reaches a minimum value

of 6j when F1 slip becomes negligible (i.e. Fig. 7,

U = 0.5). Again, the relative disagreement between

Wallace–Bott and 3DEC models is enhanced by local

stress perturbations induced by fault interactions but

remains relatively modest.

5. Discussion

5.1. Do modelled deformations remain realistic?

In order to check the ability of the present model-

ling approach to reproduce natural deformation, com-

patibility between bulk strain and strain induced by

faulting deserves discussion. Some mechanical back-

ground assumptions, shared both by the Distinct Ele-

ment Method (used by Dupin et al. (1993) and here)

and the Boundary Element Method (used by Pollard et

al., 1993; Maerten, 2000), may imply unrealistic

solutions when modelling fault slip. Among these

mechanical assumptions, the one that requires contacts

to remain permanently closed (see Eq. (5)) is the more

suspicious, because dilatation as a means of over-

coming eventual strain compatibility problems is not

permitted.

Dupin et al. (1994) showed that strains remain

compatible in their 3DEC models when one single

fault is considered. No strain compatibility problems

are expected in the case of nonintersecting faults (i.e.

model 1), because faults behave as they were isolated,

as it is shown by the good agreement found between

results from model 1 and those derived from simplified

analytical solutions that neglect interactions between

faults (i.e. Mohr–Coulomb criterion and the Wallace–

Bott model, Figs. 3–5).

Strain compatibility problems, in the case of inter-

secting faults (i.e. model 2), have never been discussed

previously, and interactions between fault planes may

result in unrealistic strain distributions. According to

applied boundary stresses and selected material prop-

erties (Table 1), the bulk strain (i.e. the volumetric

strain) expected in the present models isf 10� 4. Fig.

10 shows strain distributions along horizontal sections

of model 2 for the case U = 0.3 (i.e. the case where

maximum fault interaction is modelled). Predicted

maximum strains are in the order of 10� 4 along Y

and Z axes (i.e. parallel to applied r3 and r1 axes,

respectively), and thus remain consistent with applied

boundary stresses and selected material properties.

The maximum slip predicted for the central parts of

the modelled faults is in the order of a few mm and

decreases gradually to reach zero at their edges (Figs. 3

and 7). Typical dimensions in the model (i.e. fault and

block dimensions) are in the order of 10 m. Therefore,

the magnitude of strain induced by the modelled faults

is ef 10� 3/10 = 10� 4. Results in Fig. 10 confirm that

strain variations, induced by slip along faults, remain

mechanically compatible with predicted slip incre-

ments and thus are in the same order than bulk strains.

Note that (1) slip increments on natural microfaults in

the range of mm to cm are common and (2) low strain

values (i.e. < 10 � 2) are in perfect agreement with

strains associated to microfaulting (Carey, 1976).

To summarize, despite the background assumptions

that are adopted, mechanical compatibility of the

whole system is ensured by the numerical approach

used here (i.e. the Distinct Element Method). Because

results shown by Pollard et al. (1993) and Maerten

(2000) remain consistent with those shown by Dupin

et al. (1993) and here, mechanical compatibility is

certainly ensured by the Boundary Element Method as

well. In particular, the assumption of keeping closed

contacts between blocks does not result in unrealistic

strain patterns in the present case. Moreover, this

assumption is obviously consistent with the use of

fault inversion methods in the field. These Wallace–

Bott methods require faults to remain closed during

slip, in order to generate observable friction structures

on their surfaces (i.e. slickenside lineations). However,

it is worth noting that some observed kinematic

indicators (e.g. growth-fiber slickenlines) imply dila-

tation on the fault plane.

Looking in more detail the modelled strain patterns,

we see that the effect of slip in the models is to increase

or decrease strain in faulted blocks close to the fault

surfaces, and particularly close to terminations of faults

(Fig. 10). Strain variations occur in response to build-

up of released and restrained volumes at faults’ termi-

nations. The locations of released and restrained vol-

umes are directly dependent on slip directions (e.g.

Petit, 1987). This effect is shown in Fig. 10 for ey and ez.
For example, the model is in bulk extension along Y

(i.e. ey>0, Fig. 10) and faults F1 and F2 display sinistral
and dextral strike-slip components, respectively.
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Therefore, tension is enhanced, or ey increases, in

released volumes (i.e. Fig. 10: white and light grey

areas). Similarly, tension is reduced, or ey decreases, in
restrained volumes (i.e. Fig. 10: black and dark grey

areas).

Due to the selected boundary conditions and mate-

rial properties, strain along X is close to 0. Small

variations of ex in the order of 10� 5 occur close to

the faults (Fig. 10). The present strain pattern suggests

that minor compression of the downthrown block

occurs parallel to X (Fig. 10: black and dark grey areas

inside faults’ acute angle). This effect remains consis-

tent with the modelled slip directions (Fig. 7). Defor-

mation of fault planes (i.e. minor bending of the faults

towards the centre of the downthrown block) might

explain why compression and extension also occur in a

Fig. 10. Strain patterns predicted by 3DEC model 2, U = 0.3. Horizontal sections H_1, H_2, and H_3 cut near faults’ bottom, the middle of the

model and near fault’s top, respectively. Black lines represent intersections between sections and fault planes. Shortening is negative and

lengthening positive. Note that X, Y and Z axes are parallel to r2, r3 and r1, respectively. See also Discussion for further explanation.
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symmetrical position relatively to the intersection line

of faults and at faults’ ends outside the acute angle,

respectively (Fig. 10). However, this probable effect

needs further exploration. Because ex reaches maxi-

mum values f 10 � 5, it cannot be ruled out that

numerical artefacts affect its associated distribution.

Note that ex is 10 times less than the modelled bulk

strain, therefore ex variations do not affect significantly
the overall results of the modelling. Thus, not only the

strain magnitudes are consistent in the models but also

strain distributions are in good agreement with mod-

elled fault kinematics.

It has been suggested (Reches, 1978, 1983) that

general 3D strains cannot be accommodated by only

two faults. This result seems to be contradicted by the

results from the present study and previous ones (i.e.

Dupin et al., 1993; Pollard et al., 1993; Maerten, 2000),

which consider pairs of faults submitted to 3D defor-

mation.

Reches (1978) assumes that rock masses include

preexisting fault planes that are uniformly distributed

in all directions of the 3D space (which in most cases

seems to be geologically incorrect, e.g. Ramberg et al.,

1977) and that strain can only be accommodated by

slip on them. Internal deformation of faulted blocks is

simply ignored. Thus, it is not surprising that such a

model requires reactivation of various faults (generally

more than two), regardless of strain magnitude, if no

other mechanisms to accommodate 3D strains are

allowed.

In the present models, pairs of preexisting fault

planes were considered and faulted blocks were

allowed to deform internally. Fig. 10 shows that 3D

strains are accommodated both by faulting and elastic

deformation of blocks. As pointed out above, strains

remain compatible throughout the modelled volumes.

Hence, it is shown here that a couple of faults is able to

accommodate 3D strains when strain accommodation

is assisted by internal deformation of faulted blocks.

However, it is important to note that this mechanism is

possible here, because strain associated to microfault-

ing is low. For low strain values, rocks behave as

elastic bodies (e.g. Jaeger and Cook, 1979). If strain

exceeds f 10� 2, nucleation of new faults and accom-

modation of strain by slip along them can be expected.

This latter case is reasonably accounted by Reches and

Dieterich’s (1983) theory, but does not comply with

microfaulting conditions.

5.2. Why and to what extend is the Wallace–Bott

hypothesis valid?

Similar analyses from Dupin et al. (1993) and

Pollard et al. (1993) already suggested that even taking

into account the rheology of faulted blocks, slip

discrepancies between numerical models and Wal-

lace–Bott analytical model remain modest. Present

models emphasise the effect of varying stress aniso-

tropy in presence of fault friction. In case of no contact

between faults, model 1 (Fig. 2) confirms the intuitive

feeling that stress anisotropy (i.e. the U ratio) has no

effect on slip perturbation. Slip directions can be

predicted by the simplified Wallace–Bott model

(Fig. 5).

Model 2 (Fig. 6) suggests that, when faults intersect

and display convergent motions, stress anisotropy is a

key parameter in controlling fault interaction and,

consequently, in controlling slip perturbation (Fig. 7).

In the present case, intersection between faults inhibits

the ability of one of the faults to be reactivated for a

given stress state (i.e. comparison of results from Figs.

7 and 8 shows that slip along F1 stops for lower U
values than predicted by the Mohr–Coulomb criterion

if the fault would be driven directly by boundary

stresses). More precisely, the progressive increase, as

a function of U, of strike-slip along one fault of the

intersecting system (i.e. F2, Figs. 7 and 9) results in

increasing normal pressure on the other fault surface. In

turn, increasing normal pressure (i.e. decreasing the

ratio s/rn with respect to the coefficient of friction, see

Eq. (4) with cohesion set to zero) on the latter fault

results in decreasing slip along it (i.e. F1, Fig. 7). Note

that the fault of the intersecting system that ‘‘domi-

nates’’ is the one that, because of its orientation in the

3D space with respect to the stress axes and the second

fault plane, presents the best alignment between its

average slip direction and the normal vector of the other

fault plane. In the specific case of model 2, the

dominant fault is the steepest one that also presents

the most pronounced strike-slip between the two faults

(i.e. F2, Figs. 6 and 7).

Finally, slip decrease along the subordinate fault of

the intersecting system, in function of the degree of

anisotropy of the stress state, implies decrease of slip

perturbation along the dominant fault. Hence, for the

present modelled configuration, the mismatch

between slip directions predicted by the 3DEC and

C. Pascal / Tectonophysics 356 (2002) 307–322318



Wallace–Bott models reduces for the dominant fault

(i.e. F2, Fig. 9), as a function of U. This behaviour is

particularly well depicted by the decrease, as a func-

tion of U, of hanging-wall rotation along F2 (Fig. 7).

Note that, because slip along the dominant fault is

almost constant (Fig. 7, F2), slip perturbation on the

subordinate fault remains constant until slip stops

(Fig. 9, F1).

In summary, model 2 suggests that for extensional

cases, where intersecting faults present convergent

fault slip directions and friction is considered, slip

perturbation reduces for one of the faults as a function

of the ratio U. The complete set of possible config-

urations is however still to be explored. In particular, it

is expected that, if intersecting faults present divergent

fault slip directions, discrepancies between 3DEC and

Wallace–Bott directions of slip will increase with U.

Further work is needed in order to quantify these

expected discrepancies.

Intersecting fault models carried out by Maerten

(2000) neglected friction on faults. Consequently, the

mechanism of slip decrease on one fault and reduction

of slip perturbation along the other one, which is

evidenced here, was not accounted for by these pre-

vious models. The present study agrees with Maer-

ten’s overall results that slip is significantly perturbed

close to fault intersections, but it suggests that, in

general, perturbation has been overestimated in his

models.

6. Summary

Slip directions for two cases of intersecting and

nonintersecting pairs of microfaults have been mod-

elled using the numerical 3D Distinct Element

Method. The models assumed internal deformation

of blocks and fault friction. The degree of anistropy

of the applied stress state (i.e. the U ratio) was taken as

variable in the models and average slip directions were

compared to slip directions predicted by the simplified

Wallace–Bott model.

Both the simple model, addressing the case of a

conjugate fault pattern, and the complex one, involv-

ing intersecting perpendicular faults, argue in favour of

the validity of the simplified Wallace–Bott model, and

hence in favour of the validity of fault slip data

inversion methods. This result agrees both with field

studies, which empirically showed the validity of these

methods, and with previous numerical studies. In

addition, modelling results suggest that, for intersect-

ing faults with convergent slip directions, considera-

tion of fault friction in the models leads to reduction of

slip perturbation. That is to say, modelling results lead

to the nonintuitive conclusion that the validity of the

simplified Wallace–Bott model can be strengthened

when 3DEC model complexities (i.e. the number of

parameters accounted by) increase.
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Appendix A

Consider a normal stress regime (i.e. r1 vertical)

applied to one given fault plane. r3 strike is referenced

by ha[0j;360j] (Fig. 11a). As usual, in Earth Scien-

ces, r3V r2V r1 and compression is positive. The

geometry of the fault plane is described by its dip

direction (fault azimuth), da[0j;360j], and its dip,

pa[0j;90j] (Fig. 11b).
The normal and shear stress applied to the fault

plane are (e.g. Angelier, 1994):

sn ¼ ððTnÞ � nÞ � n; ð6Þ

tttt ¼ Tn� sn; ð7Þ
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where

T ¼

r1 0 0

0 r2 0

0 0 r3

0
BBBB@

1
CCCCA

ð8Þ

is the stress tensor referenced to its principal axes, and

n ¼

sind sinp

cosd sinp

cosp

0
BBBB@

1
CCCCA

ð9Þ

is the unit vector normal to the fault plane and

pointing upwards.

From Eqs. (6)–(9), it is easy to derive the follow-

ing ones:

r2
n ¼ ðDrÞ2ðsin2ðd � hÞ sin2pU þ cos2pþ r3=DrÞ2;

ð10Þ

s2 ¼ ðDrÞ2½sin2ðd�hÞ sin2pð1� sin2ðd � hÞ sin2pÞU2

� 2sin2ðd � hÞ sin2p cos2pU

þ cos2pð1� cos2pÞ	2; ð11Þ

where Dr = r1� r3 is the differential stress and

U=(r2� r3)/(r1� r3) is the ‘‘shape ratio’’ (Angelier,

1975, 1994).

We introduce:

a ¼ sin2ðd � hÞ sin2p; ð12Þ

b ¼ cos2p; ð13Þ

c ¼ r3=ðr1 � r3Þ: ð14Þ

Eqs. (6) and (7) are rewritten as:

r2
n ¼ ðDrÞ2ðaU þ bþ cÞ2; ð15Þ

s2 ¼ ðDrÞ2½að1� aÞU2 � 2abU þ bð1� bÞ	2: ð16Þ

Considering cohesionless faults, the Mohr–Cou-

lomb (i.e. Eq. (4)) criterion is written as:

s2 � ðlrnÞ2z0; ð17Þ

where l is the coefficient of friction of the fault plane.

Combining Eqs. (15), (16) and (17), the criterion is

given as a parabolic function of U:

Aðd; p; h; lÞU2 þ Bðd; p; h; l; r3=DrÞU

þ Cðp; l; r3=DrÞz0; ð18Þ

with A, B and C equal to:

A ¼ að1� að1þ l2ÞÞ; ð19Þ

B ¼ �2aðbþ l2ðbþ cÞÞ; ð20Þ

C ¼ bð1� bÞ � l2ðbþ cÞ2: ð21Þ

Fig. 11. Conventions adopted for calculations in Appendix A. (a) Applied stress state in 3DEC models, r1 is vertical and r3 is referenced by its

strike h. (b) Considered fault plane, its dip direction and dip are noted d and p, respectively. E =East, N =North, U =Up.
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