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Abstract

Many processes in the Earth’s crust are controlled by the chemical and physical interactions between fluids and geological

media where the lattice is usually characterised by a heterogeneous permeability, intrinsic rock permeability and fault networks.

Dissolution/precipitation of rock minerals and chemical transport can alter the rock properties, which leads to a change in the

flow characteristics and alteration of the geological media with time. In this article, we propose a novel method for modelling

heterogeneous reactive transport with a feedback between the flow and chemical alterations. To model fluid flow, we use a

modified lattice Boltzmann scheme which facilitates the incorporation of complex boundary conditions and enables us to

examine flow in heterogeneous media. In addition, the local update rules of this scheme allow the code to be parallelised on

multiple processors. We have coupled transport of chemical species and reactive flow to this scheme using a solution to the

advection–diffusion equation. Experimentally derived dissolution/precipitation rates are used to calculate rates of interaction

between minerals and the fluids with which they are in contact. Laboratory scale passive and reactive flow-cell experiments

from the literature have been used to test and validate the accuracy of the transport of the chemical species in a heterogeneous

porous medium. We have also examined the output of our scheme for water–rock interactions in a quartzofeldspathic lithology

for relatively long periods of geological time. We have focused on quartz and feldspar reactive flow with associated secondary

clay minerals, as these are some of the most abundant minerals in the Earth’s crust. In all cases, the numerical results agree well

with the experimental results from our numerical scheme. The scheme also reproduces alteration of a quartzofeldspathic

lithology over geological time periods, consistent with other numerical work. q 2002 Elsevier Science B.V. All rights reserved.
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1. Introduction

Fluid–rock interactions control a wide variety of

processes in Earth Sciences including hydrocarbon

migration, mineralisation, groundwater evolution and

diagenesis. These processes involve dissolution,

precipitation and chemical species transport which

alter the rock matrix and lead to feedbacks between

the flow characteristics and geological media. A

detailed review of reactive flow is beyond the scope of

this paper but a broad outline of the theory is given by
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Phillips (1991). Reactive transport schemes can

provide useful insights into many processes, but the

development of realistic models remains complex.

Challenges in modelling flow and reactions in porous

media include the incorporation of heterogeneity,

chemical kinetics and the simulation of large-scale

multi-component models. Physical and chemical

heterogeneities play a crucial role in determining the

evolution of the system. Fluid flow in the Earth’s crust

is controlled by fracture networks and intrinsic rock

permeability, and there is abundant evidence that fault

networks and rock permeability obey fractal statistics

(Korvin, 1992; Bonnet et al., 2001). While the

permeability of such systems may be approximated,

a more accurate solution could be found from models,

which replicate the transport of fluids through such

heterogeneous media. One over-simplification, which

is often employed, for example, is that equilibrium

thermodynamics is the usual basis for calculating

chemical interactions whilst kinetic effects are often

neglected. The incorporation of kinetics into models

provides a more complete behaviour of the temporal

evolution of fluid/rock systems. Most current schemes

use a continuum approach to model reactive transport

as summarised recently (Lichtner et al., 1996). Early

work was computationally restricted but recent

advances have enabled the simulation of large-scale,

multi-component models. Improved chemical kinetic

data from controlled laboratory experiments have

enabled recent models to incorporate realistic mineral

reaction rates (Canals and Meunier, 1995). Also,

progress has been made on the simulation of

heterogeneity in geological media (Bolton et al.,

1997, 1999). However, with most finite difference

methods, where continuum differential equations are

numerically solved using a finite difference scheme,

the inclusion of heterogeneity must be treated

cautiously. This paper outlines our approach to

model reactive transport and validates the scheme

against laboratory results for passive and reactive

transport. The approach used is a discrete scheme for

modelling fluid flow, which we have modified to

include reactive transport. We have adopted this

approach as heterogeneity is intrinsic to the scheme,

chemical kinetics are easily included and the method

can be easily parallelised to run on multiple

processors. We have focused on a two dimensional

model to verify the applicability of our method, but

the scheme can easily be extended to three dimen-

sions. The lattice Bhatnagar–Gross–Krook (BGK)

method used to model flow is discussed in Section 2.

Section 3 details the transport of solutes through

porous media and validates the scheme against

passive transport of a tracer through a porous medium.

The incorporation of reactive flow and the comparison

of our scheme against flow-through dissolution

experiments are considered in Section 4. Finally, in

Section 5, the alteration of a quartz–feldspar rock is

outlined to explore the output of our scheme for

geological timescales and geochemically realistic

alteration processes.

2. Lattice Bhatnagar–Gross–Krook method

Fluid flow in porous media is modelled using a

modified version of the lattice BGK technique. This

technique has evolved from the lattice gas automata

(LGA) (Frisch et al., 1986). The LGA scheme is a

cellular automaton model for the solution of the

Navier–Stokes equation for fluid flow. In the LGA

scheme, a system of identical fluid particles is

confined to a hexagonal lattice. The particles rest

either on the nodes or move along the six connecting

directions at unit vector ei where the subscript i

denotes the direction (Fig. 1(A)). An exclusion

principle holds on each node, as only one particle is

allowed to reside there. If two or more particles arrive

at the same node they interact through collisions,

which conserve momentum and density (Fig. 1(B)).

Fig. 1. The update rules for the 2D lattice gas model. The particles

have unit mass and velocity and propagate to the nearest neighbours

(A). An example collision with two particles is shown in (B). The

top refers to the state before the collision and the bottom to the state

after the collision.
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The density r and momentum ru at each node are

given by:

r ¼
X6

i¼0

Niðx; tÞ ð1Þ

ru ¼
X6

i¼0

Niðx; tÞei ð2Þ

Niðx; tÞ is a Boolean variable indicating the presence

or absence of a particle at a node x at time t

propagating on the lattice in direction i. The node

points are defined as solid if particles cannot

propagate through. In this case, particles are reflected

1808, otherwise the node points are void sites (100%

porous). This discrete nature of the node points allows

the simulation of fluid flow in complex geometries to

be easily implemented.

However, the Boolean nature of the fluid particles,

the presence or absence of a particle at a node,

requires large temporal and spatial averaging. To

overcome this the lattice Boltzmann (LB) method was

introduced (McNamara and Zanetti, 1988). The

Boolean variable Niðx; tÞ was replaced with a

probability of a particle residing at node x, at time t,

propagating in direction i. In the BGK scheme (Qian

et al., 1992), the collision step of the LB method is

replaced by relaxation to an equilibrium distribution.

This reduces the collision step to multiplication by a

single relaxation parameter. With properly chosen

equilibrium distributions, the Navier–Stokes equation

is obtained. The fluid probability density Niðx; t þ DtÞ

moving in direction i at node x from node x 2 ei at

time t þ Dt is given by

Niðx; t þ DtÞ ¼ Niðx 2 ei; tÞ þ NBGK
i ðx 2 ei; tÞ ð3Þ

where

NBGK
i ðx; tÞ ¼ vN

eq
i ðx; tÞ2 vNiðx; tÞ ð4Þ

N
eq
i ðx; tÞ are the equilibrium distributions and v is the

relaxation parameter which controls the viscosity of

the fluid (Qian et al., 1992).

The solid or void nature of the node points imposes

a length scale on each lattice point. When modelling

geological media, the scale of a node is limited to the

grain scale, which computationally restricts large-

scale models. By modifying the BGK method with the

introduction of a porous modification term DNPM;

given in Eq. (5), the length scale restriction can be

overcome (Dardis and McCloskey, 1998a).

DNPM
i ¼ nsðxÞ½Niþ3ðx; tÞ2 Niðx 2 ei; tÞ� ð5Þ

The addition of DNPM
i into Eq. (3) allows the nodes to

have a real numbered value in the interval [0,1]

representing the solid density ns which is ð1 2 fÞ

where f is the connected porosity. Eq. (3) becomes:

Niðx; t þ DtÞ ¼ Niðx 2 ei; tÞ þ NBGK
i ðx 2 ei; tÞ

þDNPM
i ð6Þ

A node point is now no longer solid or void but has a

value representing the connected porosity. The

connected porosity can be considered to be an average

value over any scale enabling a node to be defined on

any scale. For low solid densities, the simulated

permeability k has been shown to be consistent with

the Kozeny–Carman equation relating k and f, while

for high solid densities there is a power law

relationship between k and f (Dardis and McCloskey,

1998b). Maillot and Main (1996) have also previously

used a BGK scheme to model fluid flow in

heterogeneous anisotropic media, including gravity.

Fluid flow in natural porous media is assumed to

obey Darcy’s law:

q ¼ 2
k

h
·7p ð7Þ

The law expresses the linear relationship between

the volume averaged fluid velocity q and the

volume averaged pressure gradient 7p; where h is

the dynamic viscosity. The modified BGK scheme

obeys Darcy’s law as seen from the example in

Fig. 2. The porosity was assigned a fractal

distribution with a Hurst exponent of 0.22 with a

correlation length equal to the lattice size in the y-

direction and effectively infinite in the x-direction.

The porosity ranges from 0 to 7% (Fig. 2(A)).

These figures are comparable to measured poros-

ities (Oelkers, 1996) and fractal dimensions for

sandstones (Korvin, 1992). Fluid was forced to

flow-through the porous medium for several

different pressure gradients in the direction

shown in Fig. 2(A). The pressure gradient was

implemented by applying a body force in the x-

direction. A more detailed discussion of the

boundary conditions and pressure gradients is

G.S. O’Brien et al. / Journal of Hydrology 268 (2002) 143–157 145



given in Chen and Doolen (1998) and Kandhai

et al. (1999). When the resultant flow rate versus

the pressure gradient is plotted (Fig. 2(B)) a

straight line can be fitted to the data confirming

the flow rates predicted by the scheme are

consistent with Darcy’s law. Rescaling the

numerical units to physical units for a grid of

100 m2 gives a permeability of 0.037 darcys which

is a reasonable permeability for a sandstone

(Oelkers, 1996). This scheme was chosen because

of its inherent parallelisability on multiple pro-

cessors and the ease with which complex bound-

ary conditions can be incorporated. The code was

written in C and parallelised using MPI to run on

a Beowulf cluster.

3. Passive transport

3.1. Transport model

In this section, the diffusion and advection of non-

reactive species (conservative tracers) is discussed.

The flow of fluids transports reactive species through a

system, and therefore plays a fundamental role in

controlling the rates and extents of reaction. To

replicate accurately any geological reactive system,

the model must incorporate transport in hetero-

geneous porous media. The diffusion and advection

of a non-reactive species dissolved in a fluid is given

by the hydrodynamical equation

D·72C 2 v·7C ¼
›C

›t
ð8Þ

where C is the concentration of the species, D is the

diffusion coefficient and v is the velocity of the fluid.

There have been several recent schemes using BGK

methods to solve this equation (McNamara, 1990;

Ponce Dawson et al., 1993; Flekkoy, 1993). Each

scheme treats species in a manner similar to the actual

lattice fluid, allowing them to reproduce accurately

advection and diffusion effects in a fluid. In two

dimensions, using a hexagonal grid, there is a

requirement to store seven numbers per lattice site

for each species using the BGK method. However, in

realistic geological systems, the number of dissolved

species in solution can be vast, and with large grids

this can become very memory intensive and time

consuming. For this reason, direct coupling of the

species to the lattice fluid, as in the methods outlined

above, could not be applied readily to large geological

systems.

By contrast, in our scheme, species are introduced

independently of the BGK method. They are trans-

ported through the system by a solution to Eq. (8)

Fig. 2. The figure shows the fractal porosity field used in the simulation (A) and the flow rate versus the applied force (B). A Hurst exponent of

0.22 with a correlation length equal to the lattice size in the y-direction and effectively infinite in the x-direction was used. A straight line is

plotted through the data points represented by þ . The x-axis is the applied pressure gradient and the y-axis is the flow rate. When the grid is

rescaled from numerical units to physical units the permeability from the slope of the line is 0.037 darcys.
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using information from the BGK scheme given by:

Ci ¼
C0

2
erfc

x 2 vt

2
ffiffiffiffi
Dt

p

� �
þ

C0

2
exp

vx

D

� �

erfc
x þ vt

2
ffiffiffiffi
Dt

p

� �
ð9Þ

where C0 is the initial concentration. To solve the

transport of a species using Eq. (9), given the initial

concentration and the diffusion coefficient, the vari-

ables x, t and v must be determined. The velocity field

v in a porous medium is determined at each node from

the BGK technique. The concentration Ci transported

to the nearest neighbour i can then be calculated by

letting x be the internode spacing and t the time step

from the BGK lattice. An upwind leap frog finite

difference solution to the advection – diffusion

equation coupled to the LB method could be a more

useful alternative for passive transport and is being

investigated.

3.2. Passive transport verification

The method outlined above was applied to the

transport of a passive tracer in a porous medium. We

compare our results to a physical experiment

conducted by Silliman and Simpson (1987) to

investigate the scale effect of dispersion of solutes

using a laboratory flow-cell. The flow-cell

(2.4 £ 1.07 £ 0.01 m3) was packed with different

arrangements of sand, and a passive tracer was

injected as a step increase in concentration, which

was measured at several intervals from the source.

The specifics of the experimental set-up and results

are given in Silliman and Simpson (1987) and

Berkowitz et al. (2000). In testing the transport of

species in a porous medium, we have considered only

the case of uniform heterogeneity packing. This

arrangement consists of blocks of fine-grained sand

emplaced in a coarse grain sand (Fig. 3). The figure

shows the location of three electrodes (profile

locations) used to measure the concentration levels

at intervals L1 ¼ 0:91 m; L2 ¼ 1:37 m and L3 ¼ 1:87

m from the inlet. The porosity of the coarse grain sand

is 40.5%, while that of the fine grain blocks is 38%.

This porosity value of the fine grain sand used in our

numerical simulations was taken from Beard and

Weyl (1973) for artificially mixed and wet packed

sands for the quoted grain size in Silliman and

Simpson (1987). The breakthrough curves at the three

locations as calculated in our scheme are plotted

against the laboratory experimental data and the

Gaussian solution (Eq. (9)) using the experimental

values in Fig. 4. The Gaussian solution is the solution

using Eq. (9) and the experimental values for the flow

rate and dispersion measured at that profile location.

The Gaussian solution does not give a good fit to the

experimental data. Our numerical results for the first

two curves L1 ¼ 0:91 m and L2 ¼ 1:37 m agree well

with the data and give a better fit than the Gaussian

Fig. 3. The flow-cell from Silliman and Simpson (1987) with uniform heterogeneous packing used for our numerical simulation of their

experiment. The white blocks are fine grain sand ðf ¼ 0:38Þ implaced in a coarse grain sand ðf ¼ 0:405Þ: The profile locations indicate the

position of the electrodes used to measure the breakthrough curves in the physical experiment.
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solution. The third curve L3 ¼ 1:87 m arrives at a time

later than predicted from the laboratory data. This

discrepancy can be explained by our inability to

accurately replicate the correct velocity field as we

cannot replicate the flow-cell packing in detail. In the

physical experiment, the fluid velocity decreased from

top to bottom, which is attributed to the non-

uniformity in the packing of the flow-cell. The

velocity was also not constant with distance through

the cell. The experimental fluid velocities at the

electrodes are quoted as v1 ¼ 5:43 m=day; v2 ¼ 5:70

m=day; and v3 ¼ 5:79 m=day: The experimental values

of the dispersivity a, which is the ratio of the

dispersion coefficient to the velocity, are quoted as

a1 ¼ 0:073 m; a2 ¼ 0:075 m; and a3 ¼ 0:127 m:

These velocities and dispersivities were calculated

from the breakthrough curves by Silliman and

Simpson (1987) assuming Fickian diffusion and are

considered to be approximate values only. Our

numerical velocities are v1 ¼ 5:59 m=day; v2 ¼ 5:72

m=day; and v3 ¼ 5:74 m=day while our calculated

dispersivities are a1 ¼ 0:077 m; a2 ¼ 0:076 m; and

a3 ¼ 0:075 m: The velocity and dispersivity in the

numerical simulation at L3 ¼ 1:87 m are lower than

the experimental values which could account for the

late arrival of the tracer. The results presented above

indicate that the scheme is capable of replicating

advection and diffusion through heterogeneous media.

4. Reactive transport

4.1. Reactive transport model

With the introduction of reactive mineralogy, we

can examine the changes in fluid flow related to

porosity changes as a consequence of mineral

dissolution/precipitation. This is achieved by allowing

the chemical species to react with the porous medium.

In our scheme, we consider only the primary species

and their associated reactions. The effects of ion-

exchange, absorption and desorption are not dealt

with but can be easily included as a change in

concentration levels. In geological media, species in

Fig. 4. The breakthrough curves are plotted for the three profiles. The solid lines indicate the numerical results while the symbols show the

laboratory results for the different profile locations as shown in Fig. 3. The dashed line represents a Gaussian solution using the experimental

values for the flow rate and dispersion at that profile location.
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solution react with each other and with the rock

minerals. The rates are governed by reaction kinetics

and the maximum extent of reaction by equilibrium

constants or solubility products for the specific species

and minerals under consideration. Reactions between

species in solution or between chemical species and

minerals are governed by the species activity rather

than their concentration. The activity ai of a species i

is the concentration multiplied by the activity

coefficient to take account of electrostatic interactions

between ions in solution. Activity coefficients are

calculated using the Davies equation, which is an

alternative form of the Debye–Huckel equation

(Drever, 1997) and is applicable over a wider range

of ionic strength. The equilibrium activities of species

are calculated from equilibrium constants for each

reaction involving that species. The equilibrium

constants Keq can be calculated from standard

thermodynamic tables, using the Van’t Hoff equation

to account for the temperature dependence where

appropriate (Drever, 1997). The Van’t Hoff equation

is valid between 0 and 100 8C. Outside this tempera-

ture range, temperature dependent laboratory derived

equilibrium and reaction constants are used in all

calculations. The rate of change of any reactive

system is governed by the kinetics of the slowest

reaction in that system. Generally, the rate at which

geological species in solution equilibrate is higher

than the rate of silicate mineral dissolution/precipi-

tation. This permits the species in solution to be

treated as if they reach equilibrium instantaneously, as

the rate limiting process is the silicate mineral

reaction rate. The rate limiting mechanisms of mineral

dissolution can be controlled by three main processes,

transport of solute to and away from the mineral

surface, bond breaking or formation at the surface, or

a combination of both. Most mineral reactions are

controlled by bond breaking or formation (Berner,

1978). Mineral dissolution/precipitation can be

expressed by the general rate equation in mol/s

(Aagaard and Helgeson, 1982; Lasaga, 1984).

Rate ¼
Surface area

Volume
nkþðaHþÞn 2

Surface area

Volume

� n
Q

Keq

kþðaHþÞn ð10Þ

where n is the stoichiometric number, Q is the activity

quotient, kþ is the forward rate constant and Keq is the

solubility of the mineral and n is a real number in the

interval 0–1. The values of Keq and kþ can be found

from temperature and pH dependent functions from

laboratory experiments. The rate is also dependent on

the surface area to volume ratio. This ratio can be

inferred from geometrical considerations or from

measurements using gas adsorption techniques, BET

techniques (Brunauer et al., 1938). Thus, Rimstidt and

Barnes (1980) quote area to volume ratios for several

geometries, including spherical grains, fractures or

cylindrical pipes. When considering these simple

geometries, the effect of surface roughness, defined as

the ratio of real reactive surface area to the geometric

surface area of a smooth surface encompassing the

actual surface, should be taken into account. Surface

roughness values for minerals can extend to over three

orders of magnitude. Anbeek (1992) quotes surface

roughness values for naturally weathered feldspar

surfaces in the range 130–2600 while for freshly

created surfaces, roughness factors ranged from 2.5 to

11. Channelling of reactive flow is common in natural

systems and this typically can lower the reactive

surface value by several orders of magnitude. When

inputting reactive surface areas into models, the

specifics of the mineralogy and the flow patterns in

the system under investigation should be considered.

This is essential to take account of the effect of surface

roughness and channelling to give a realistic estimate

of the rate of mineral dissolution/precipitation.

4.2. Reactive transport verification

To verify the reactive transport, we have simulated

two independent flow-through experiments from the

literature focusing on quartz. Quartz was chosen as it

is an abundant mineral in the Earth’s crust and the

reaction rate and solubility of quartz is relatively well

documented. The quartz–water system is governed by

the equation:

2H2O þ SiO2 , H4SiO4 ð11Þ

In simulating the quartz dissolution experiment, the

forward rate constant kþ is from Rimstidt and Barnes

(1980) and the solubility constant of quartz Keq is

from Rimstidt (1997). Both values are functions of

temperature and are valid in the range 0–300 8C.

There are several quoted rate constants for quartz
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dissolution (Oelkers, 1996), and we have used

Rimstidt and Barnes (1980) as it is an intermediate

value. The solubility of quartz is approximately

constant at a range of low pH values. Above a pH

of 8.5, H4SiO4 dissociates readily, increasing the

solubility. The solubility constant of quartz then

becomes dependent on the dissociation constants of

H4SiO4 (Stumm and Morgan, 1981). The quartz

constants were chosen as they are relevant to the

problem but are also independent of the flow-through

experiments we chose to model. For all the simu-

lations, we have used the quoted BET surface areas of

the relevant physical experiment, which were kept

constant throughout the simulations.

We have simulated the experiments of Kieffer et al.

(1999) and Johnson et al. (1998). We are interested

only in the parameters used to conduct the exper-

iments and so specific details on the methodology

used can be found in the papers referred to above. The

effluent Si concentration values observed in the

laboratory experiments are considerably lower than

the equilibrium concentrations. This indicates the

outlet Si concentrations observed are steady state

values and not equilibrium concentrations. The

parameters used in the dissolution experiments taken

from Johnson et al. (1998) and Kieffer et al. (1999),

listed in Table 1, were used as inputs for our model.

Kieffer et al. (1999) carried out a flow-through

experiment at 80 8C on a clean sandstone to

investigate the relationship between the reactive

surface area and porosity, permeability and fluid

flow rate. The comparison of the laboratory results

Table 1

Parameters used in the flow-through experiments. These values

remained fixed through our numerical simulations of the laboratory

dissolution experiments

Parameters Kieffer et al. Johnson et al.

Temperature (8C) 80 239

BET surface area (m2/g) 0.06 0.05

Flow rate (m/yr) 542.2 622.1

PH 10.4 7

Porosity (%) 5.1 42.5

Fig. 5. The figure shows the comparison between the data from Kieffer et al. (1999) (circles) and the modelled results (solid and dashed lines).

The steady state values from Kieffer et al. (1999) are 70.8 ppm for a flow rate of 542.2 m/yr and 74.1 ppm for 271.1 m/yr. Both results agree well

with our simulation (70.1 and 73.7 ppm). No error bars on the effluent Si were quoted for the experimental data.
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with the output from our model are shown in Fig. 5.

The steady state effluent Si concentration is quoted as

70.8 ppm while our steady state value is 70.1 ppm for

the values listed in Table 1. Halving the flow rate from

542.2 to 271.1 m/yr in the laboratory experiment gave

a steady state value of 74.1 ppm. Our simulated value

for this flow rate is 73.7 ppm. Both steady state values

from our numerical simulation agree well with the

experimental data. However, the transition from the

advection phase to the steady state phase (non-linear

part of the curve) is much narrower in the model than

it is for the laboratory data. Given the associated

errors with the experiment and measuring BET

surface areas (^14%) along with the use of a

homogeneous lattice in the numerical simulations

may account for this discrepancy.

Johnson et al. (1998) used a plug-flow reactor

experiment on quartz to experimentally determine

steady state effluent concentrations. Using the exper-

imental values (Table 1) we have reproduced the

correct effluent concentration (Fig. 6(A)). We have

also varied the flow rate and surface areas to check the

sensitivity of our model. Fig. 6(A) shows the effluent

concentration through time for different flow rates and

Fig. 6(B) shows the effluent concentration through

time for different surface areas. The flow rate controls

the residence time of the fluid in the system with

higher residence times (lower flow rates) resulting in

higher steady state Si values. By lowering the surface

area the fluid reacts with less mineral, hence the

steady state values decrease. In both cases, the results

are consistent with the expected behaviour.

One of the major numerical and experimental

observations is that the steady state concentrations are

recovered after less than 1 day, even at these relatively

low temperatures for a quartz system. At lower

temperatures (20 8C) similar rapid transitions are

obtained for a feldspar dissolution process after

150 h (fig. 12(a) of Main et al. (1994)). In that paper

the dissolution was also associated with detectable

Fig. 6. The figure shows the comparison between the data from Johnson et al. (1998) (circles) and the modelled results (lines). The flow rate was

varied in (A) and the surface area was varied in (B) to examine the sensitivity of the code. The higher the flow rate the lower the residence time

of the fluid hence there is less [Si]. The more surface area, the more mineral is available to react hence an increase in [Si] output with a higher

surface area. The parameters used by Johnson et al. (1998) are for a flow rate of 622 m/yr and a surface area of 0.05 m2/g. No error bars on the

effluent Si were quoted for the experimental data.
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changes in the permeability, implying a positive

feedback mechanism between flow, dissolution and

enhanced flow. In the model presented this would

involve feedback to the local connected porosity,

probably leading to local flow channelling. The major

conclusion from observing fluid chemistry changes

during flow experiments is that, although steady state

concentrations are very low, here hundreds of parts

per million, the reaction rates are relatively rapid

compared to geological timescales. This was not

obvious before accurate liquid chromatography

became available, because it can be hard to see

evidence of dissolution textures on a laboratory

timescale since the amount of material involved is

minimal. Of course this is not the case on geological

timescales. In summary, we have outlined a scheme

for modelling reactive fluid flow in porous media

using the BGK method. The species are allowed to

react with the porous media governed by experimen-

tally determined reaction rates and equilibrium

constants. Changes in the porosity of the media due

to geochemical reactions are then fed back into the

BGK method and the new velocity field is calculated

in the new porosity field. A schematic representation

of the reactive flow model showing the major

feedbacks is given in Fig. 7.

5. Alteration of quartz–feldspar rock

In the previous sections, we have discussed our

scheme in relation to laboratory scale experiments

conducted over short time periods. Geological models

need to be valid over long time periods and large

volumes. Two numerical examples of the alteration of

a rock through a 100 m profile over a period of 30,000

years is presented in this section. The system under

examination is a quartzofeldspathic lithology. We

have chosen these minerals as they, along with calcite,

represent the most abundant minerals in the Earth’s

crust. The first example consists of a host rock

comprised of 60% quartz, 10% albite and the

remaining an inert mineral. In the second example,

we replace the albite with K-feldspar. The rock is

assigned a homogeneous porosity of 10% at a constant

temperature of 130 8C with the fluid flowing at 2 m/yr

and with a diffusion coefficient of 0.05 m2/yr. The

parameters used are possible values for the flow rate

and composition of a sandstone aquifer. The diffusion

coefficient chosen is characteristic of many aqueous

species (Oelkers, 1996). At time zero water in

equilibrium with quartz at a pH of 4 enters the rock.

We have not included any heterogeneity in the system

as the example is used to illustrate that the scheme

produces results, which are geologically reasonable.

Feldspar reacts with water to produce clay minerals.

The stability of the clay minerals depends on the

particular geochemical environment. For the albite–

quartz case, the formation of a particular clay mineral

and its stability is dependent on the H4SiO4 activity

and the [Naþ]/[Hþ] ratio in the groundwater. In the K-

feldspar case [Naþ]/[Hþ] ratio is replaced by the

[Kþ]/[Hþ] ratio. The reaction of feldspar will change

the groundwater composition, which could in turn

cause the initially produced clay mineral to become

unstable. This leads to an alteration sequence as one

clay mineral converts to a more stable mineral. The

stability of the clay minerals was determined using

standard thermodynamic data. The alteration

sequence is shown in Fig. 8 for three different time

periods. The sequence of alteration is from albite to

gibbsite to kaolinite. In the second example, the albite

is replaced with K-feldspar at a lower temperature of

25 8C. All the other parameters remain the same. The

Fig. 7. The figure shows a schematic of the method used to model reactive fluid flow in porous media.
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alteration sequence is from K-feldspar to muscovite to

kaolinite and is shown in Fig. 9. In both cases, the

kaolinite grows continuously with time while the

gibbsite zone (Fig. 8), and the muscovite zone (Fig.

9), propagates in the flow direction. For the lower

temperature in the second example, the rate of

dissolution of K-feldspar is approximately three

orders of magnitude lower than that of albite in the

first example. This slow reaction rate does not enable

the complete dissolution of K-feldspar in the time

periods under consideration. The dissolution of the

feldspar and the creation of the clay minerals can lead

to three different changes in porosity. There can be

intergranular replacement where the clay minerals

Fig. 8. The alteration of a quartz–albite rock as water at 130 8C penetrates from the left. Albite alters to gibbsite, which in turn is replaced by

kaolinite. The flow direction is from left to right.
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replace the feldspar within the grains leading to an

increase in porosity. The clay minerals, which replace

the feldspar, can be completely transported out of the

system giving a larger increase in porosity than the

previous case. Finally, the clay minerals may be

transported through the system, but cause blocking of

pores and a decrease in the connected porosity.

Considering the first case, the dissolution of the

feldspar and the creation of the clay minerals lead to a

decrease in rock volume. This will increase the

porosity and hence the flow rate due to an increase in

void space. The change in porosity and flow rate after

30,000 years for both examples are shown in Fig. 10.

However, in reality compaction may decrease the

Fig. 9. The alteration of a quartz–K-feldspar rock as water penetrates from the left. The K-feldspar alters to muscovite, which in turn is replaced

by kaolinite. At 25 8C insufficient time has elapsed for extensive replacement of K-feldspar. The flow direction is from left to right.
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porosity and the clay minerals produced tend to

block up the pores decreasing the permeability.

These effects were not considered in this simple

case. The results presented for both cases can be

considered to be geologically reasonable even

though the example presented is over simplified.

Lichtner (1996) presents some numerical work on

the alteration of quartz–feldspar rocks to illustrate

the formation of ghost zones. Our results including

the feedback between the geochemical reactions

and the porosity are qualitatively consistent with

results from Lichtner’s scheme.

Fig. 10. The alteration of a quartz–feldspar host rock as water penetrates from the left leads to a loss in rock volume. The resultant change in

porosity after 30,000 years is shown in (A). (B) shows the change in flow rate through the host rock as a result of the increase in porosity. The

dashed line represents the albite–quartz example while the solid line represents the K-feldspar–quartz example. The flow direction is from left

to right.
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6. Summary

We have outlined a numerical scheme for the

transport of reactive species through porous media.

The scheme has not just been tested, it has been

validated against laboratory experiments for both

passive and reactive transport. The results from

the numerical scheme are consistent with exper-

imental data. Applying the model to a geologically

realistic rock over long time periods gives results

which are consistent with other numerical work

and which are geologically plausible. The scheme

is ideally suited for parallel computing and can be

easily extended to three dimensions. The incor-

poration of heterogeneity in the model can enable

the modelling of geological media where fractal

statistics in fracture networks and permeability

play an important role in controlling fluid flow.

The method outlined is general enough to allow

investigations of a range of geological processes

where the effects of changing flow regimes as a

consequence of porosity reduction or increase

from mineral dissolution/precipitation play an

important part in our understanding of these

processes. The current scheme is for an incom-

pressible fluid and only small variations in density

can be modelled. This restricts the inclusion of

large pressure differences into our model.

Recently, lattice BGK schemes, have been devel-

oped to simulate compressible flows, including

temperature driven flows (Vahala et al., 1998; Yu

and Zhao, 2000). These developments can be

incorporated in our scheme to overcome the

pressure and temperature limitations. The intro-

duction of stress into the scheme would enable the

modelling of pressure-solution deformation of

rocks, which is the dominant mechanism of

ductile deformation in the upper part of the

crust. We are currently investigating a method

for incorporating a stress field. We intend to apply

our scheme to several areas where reactive flow

and heterogeneity influences the evolution of the

system, including fault sealing and environmental

groundwater flow. We also intend to extend the

scheme to three dimensions and to update the

geochemical database to include a wider range of

mineral phases.
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