
Geophys. J. Int. (2002) 151, 795–808

Global seafloor topography from a least-squares inversion
of altimetry-based high-resolution mean sea surface
and shipboard soundings
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S U M M A R Y
We present a new worldwide 1/16◦ × 1/16◦ map of seafloor topography computed from an
iterative inversion combining altimetry measurements of the marine geoid and shipboard echo
soundings from the global National Geophysical Data Center (NGDC) database. The input
geoid data for this computation are derived from altimetry measurements of the sea-surface
height from the ERS-1 Geodetic Mission, and the GEOSAT, ERS-1 and Topex-Poseidon Exact
Repeat Missions. To calculate the seafloor topography from sea surface height measurements,
it is necessary to take the regional isostatic compensation of the topographic load into account.
For that purpose, we consider a model of elastic flexure of the oceanic lithosphere in which the
elastic plate thickness increases with crustal age. With the solution, we provide an uncertainty
map that reflects the uneven distribution of and errors in the data, and uncertainties in the
model parameters, as well as the increase of the geopotential error with the deepening of the
seafloor. The bathymetric solution is compared with the Smith & Sandwell’s (1997, Science,
227, 1956–1962) solution. The root mean square difference between the two amounts to 350 m.
However the two maps agree within 150 m over 65 per cent of the ocean surface.
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1 I N T R O D U C T I O N

Because the oceans cover roughly 70 per cent of the Earth’ surface,
knowledge of seafloor topography is important for numerous sci-
entific investigations, for example in marine geophysics, physical
oceanography and marine biology. It is also important for explo-
ration of living and mineral resources. However, although some
specific areas such as the Economic Zones of North American
and European countries have been almost fully covered by multi-
beam echo-sounders, most of the oceans, especially in the Southern
Hemisphere, remain uncharted. Direct mapping of topography from
space is feasible only over continental areas. This has recently been
achieved by the US-Shuttle Radar Topography Mission, which has
provided 3-D topography of the continents with an unprecedented
vertical precision of ∼10 m. By contrast, seafloor topography is
not directly accessible to remote sensing by radar because electro-
magnetic waves do not penetrate into water. Furthermore, it would
take several tens of years to map the entire ocean floor using con-
ventional shipboard measurements, not to mention the prohibitive
cost. Fortunately, satellite altimetry offers an indirect way to mea-
sure seafloor topography from space. Satellite altimetry measures
the mean sea surface, the undulations of which reflect, at least at
short wavelengths, the topography of the seafloor and its isostatic
compensation. If the latter effect can be modelled with sufficient

precision, altimetry-derived undulations of the mean sea surface,
which approximate the marine geoid, can be used to derive bathy-
metric maps over the entire oceanic domain. About two decades ago,
bathymetric prediction was largely concerned with detecting un-
charted seamounts from their gravitational signature (for example,
Lambeck & Coleman 1982; Cazenave & Dominh 1984; Freedman
& Parsons 1986, among others). Filters have also been designed to
model seamount height and location along satellite tracks (Sailor
1982; Lazarewicz & Schwank 1982; White et al. 1983). The first
global bathymetric maps based on satellite altimetry were published
by Dixon & Parke (1983) and Sandwell (1984). Inversion of al-
timetry data to compute the bathymetry was initially performed
along individual satellite tracks (that is, in 1-D) using the admittance
method (Dixon et al. 1983; Vogt & Jung 1991; Jung & Vogt 1992;
Goodwillie & Watts 1993). In addition, Baudry et al. (1987) and
Craigh & Sandwell (1988) performed 1-D adjustment of synthetic
profiles along satellite tracks. The advent of dense altimetric cover-
age of the oceans by the GEOSAT (1985–1986) and ERS-1 (1994–
1995) Geodetic Missions (GM) increased the horizontal resolution
to better than 10 km everywhere. These dense data sets (either used
alone or merged with echo soundings when available) have been used
to compute 2-D estimates of bathymetry (Baudry & Calmant 1991,
1996; Smith & Sandwell 1994, 1997; Sichoix & Bonneville 1996;
Ramillien & Cazenave 1997; Ramillien & Wright 2000). Sandwell
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& Smith (2000) recently reviewed the computation of seafloor to-
pography from altimetry and echo sounding data.

Most studies have been conducted in the Fourier domain where
convolution operations are replaced by spectral products. In addi-
tion, reduction to the first term of the infinite power series of the
bathymetry to gravity ratio, as proposed by Parker (1973), has often
been used. However, as discussed by Ribe (1982), this truncation
severely underestimates the gravity to bathymetry ratio at wave-
lengths shorter than 50 km (see also Calmant & Baudry 1996) and
with it, the amplitude of the bathymetry. Moreover, the gravity sig-
nature of the predicted bathymetry computed using Parker’s fully
developed series does not reproduce the gravity data from which
that bathymetry was derived. Nevertheless, higher-order terms can
be accounted for by an iterative process (Baudry & Calmant 1991,
1996).

In studies conducted in the Fourier domain, it is not possible
to combine gravity/geoid data with sparse in situ bathymetry data
in a single calculation. The two data sets must be processed sep-
arately. Instead of being included in the inversion, the shipborne
data are used to constrain the gravity-derived bathymetric prediction
(Smith & Sandwell 1994, 1997; Baudry & Calmant 1996; Sichoix &
Bonneville 1996). In addition, the data have to be interpolated onto
regular grids to take full advantage of Fast Fourier Transform tech-
niques. In spectral methods, investigators invert the spectra of the
gridded gravity data directly without dealing with noise in the data.
Thus the predicted bathymetry potentially includes the spectrum of
the noise. Moreover these methods require a stabilization procedure
(Baudry & Calmant 1991, 1996; Ramillien & Cazenave 1997) or
tuned filters (Smith & Sandwell 1994, 1997; Sichoix & Bonneville
1996) to avoid or minimize the development of unrealistic short-
wavelength undulations.

Prediction of the bathymetry at short and intermediate wave-
lengths (≤500 km) from its gravity signature must account for
compensation of the load of the submarine topography within the
underlying oceanic lithosphere (Dixon et al. 1983). Watts (1978)
established that the dominant mode of compensation of seamounts
results from the elastic flexure of the oceanic lithosphere. Compu-
tation of this regional compensation mechanism requires that the
age of both lithosphere and topographic load be known. Unfortu-
nately, the latter is unknown for most of the world’s seamounts.
Ramillien & Cazenave (1997) and Ramillien & Wright (2000) ap-
plied the empirical relationship derived by Watts (1978) to model
spatial variations of compensation using only the age of the plate.
Baudry & Calmant (1996), and Sichoix & Bonneville (1996) deter-
mined the compensation modes in their study area from previous
works in the vicinity of the study area and generalized their point-
wise results to the entire domain over which the prediction was per-
formed. Smith & Sandwell (1994, 1997) used separate procedures to
characterise the isostatic compensation at short (less than 160 km)
and intermediate (between 160 and 800 km) wavelengths. They
bandpassed the gravity data in order to remove signal in the 160–
800 km waveband and deliberately did not predict bathymetry in this
waveband. At short wavelengths (less than 160 km), they downward
continued their filtered gravity data and used an inverse Nettleton
procedure to derive local values of the bathymetry to gravity ratio
(equivalent to an inverse Bouguer correction). This method is appli-
cable where echo soundings are available and relevant of the feature
the topography of which is predicted. A transfer function was then
defined throughout the whole oceanic domain through interpolation
onto a regular grid and finally multiplied by the downward-continued
gravity signature to derive the short-wavelength component of the
bathymetry.

In the present study, we perform a global computation of seafloor
topography, applying generalized least-squares theory. The solu-
tion (of which the formalism was originally developed by Calmant
1994), is derived in the spatial domain through a linear combina-
tion of altimetry products (mean sea surface height and/or marine
gravity anomaly) and shipboard measurements (depth and/or grav-
ity anomaly profiles). This approach avoids some of the drawbacks
of spectral methods. The most noticeable improvement is the pos-
sibility of combining sparse observations from different sources.
Based on a least-squares fit, the method predicts a bathymetry solu-
tion in which values and corresponding uncertainties are consistent
with the uncertainties of each data set and model simplifications, if
any. It also accounts for the intrinsic non-linearity between gravity
(either in the form of gravity anomalies or geoid undulations) and
seafloor topography. The map of seafloor topography around New
Zealand recently computed by Ramillien & Wright (2000) is based
on this approach.

2 D A T A A N A L Y S I S

2.1 Altimetry products

Satellite altimetry measures the instantaneous sea surface height
relative to a reference ellipsoid. When corrected for radar propa-
gation errors (through the ionosphere and troposphere), sea state
bias, inverted barometer response, and solid Earth, ocean and po-
lar tides, such measurements provide an estimate of the mean sea
surface, which, to first order, coincides with the geoid (an equipoten-
tial surface of the Earth’s gravity field). Instantaneous sea surface
heights at a given location differ from the mean of such heights
due to the presence of transient oceanographic signals. For geo-
physical investigations, it is critical to remove the transient oceanic
effects. Recently, Hernandez & Schaeffer (2000) computed a mean
sea-surface solution based on an optimal inverse method and cor-
rected for mesoscale ocean variability. Dense altimetry data from the
ERS-1 GM, complemented by data from the Exact Repeat Missions
(ERM) of Topex/Poseidon (T/P), ERS-1 and GEOSAT, were used
for the computation. First, mean along-track sea surface profiles
were computed for the entire ERM of the three satellites. Then, sea
surface anomalies and associated spatial and temporal covariance
functions were determined from these mean profiles. To improve
resolution, data from the ERS-1 GM were incorporated and the to-
tal data set was inverted through a least-squares fit onto a regular
1/16◦ × 1/16◦ grid following the method developed by Mazzega
& Houry (1989). In particular, the empirical covariance functions
accounting for the oceanographic transient perturbations were incor-
porated into the covariance matrices constructed for the inversion
of the altimetry data. In this way, the ERS-1 GM data were also
corrected for the time-varying ocean contribution, as deduced from
the T/P data. Conversely, the GEOSAT GM data were not included
because no exact repeat mission took place over the same period, so
the computation of covariance functions were not possible. The cor-
responding mean sea surface map and associated uncertainty map
(also with a 1/16◦×1/16◦ grid step) were used as input to our present
bathymetry computation. The mean sea surface map and computa-
tional procedures are available on the web site: www.cls.fr/mss.

2.2 Shipboard soundings

We used the database of shipboard echo soundings collected by
the US National Geophysical Data Centre (NGDC), available on
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the Geodas Trackline Geophysics CDROM, version 4.0 (Sharman
1998). The quality of these shipboard soundings is highly variable
(Smith 1993). In the period up to the 1980s, when ship positioning by
satellites used the TRANSIT system, errors in ship positions could
reach 1 km (Nishimura & Forsyth 1988), as is particularly visible at
crossover points. Since the late 1980s, the Global Positioning System
(GPS) system provides 100 m precision in ship positioning. How-
ever less than 10 per cent of the NGDC data were collected during
GPS-navigated cruises (Smith 1993). More dramatically, hand digi-
tisation of sounding profiles performed for incorporation in global
databases had led to long-wavelength errors of several hundreds of
meters (Smith 1993). Tests performed during the present analysis
have shown that because of this heterogeneity, shipboard sounding
data should not be considered as a primary data set for computing
bathymetry when combined with altimetry products. Rather, echo
soundings and altimetry products should be considered as comple-
mentary data with their own uncertainties. Fig. 1 shows the geo-
graphical distribution of the shipboard data used in this study.

3 M E T H O D

The topography of the ocean floor is the result of four main phys-
ical processes: (1) oceanic plate formation at mid-oceanic ridges
and consumption at subduction zones, (2) intraplate volcanism,
(3) cooling and contraction of oceanic plates, and (4) deforma-
tion of the lithosphere under topographic loads. Thermal contrac-
tion of the oceanic lithosphere leads to long-wavelength subsidence
of the seafloor away from mid-ocean ridges and short-wavelength
topographic steps across transform faults and fracture zones.
Topographic loading has two principal effects on the seafloor: short-
wavelength elastic flexure of the lithosphere, in response to local
loads, and long-wavelength bulge at trenches, where the subduct-
ing oceanic lithosphere is loaded by the overriding plate. Intraplate
volcanism produces short- and intermediate-wavelength features
on the seafloor. Active as well as fossil tectonic processes gener-
ate numerous other short and medium wavelength features. The
long-wavelength component of the topography cannot reasonably
be modelled using altimetry-derived geoid data because at long-
wavelengths, the geoid also reflects deep mantle processes. How-
ever the long-wavelength topographic component can be estimated
using low-resolution bathymetric grids based on shipboard profiles.
In contrast, dense satellite altimetry data are particularly suitable for
determining short-wavelength topographic features poorly charted
by ships.

3.1 Generalized least-squares inversion

The approach used in this study to recover the short-wavelength
seafloor topography is that developed by Calmant (1994) and em-
ploys a discrete inverse theory (Menke 1989; Tarantola 1987). The
bathymetric depths are computed as the least-squares solution of
model parameters in a discrete inverse problem. The model param-
eters obtained from the inversion consist of discrete estimates of
bathymetric depth regularly spaced on a grid and the solution is
constructed as a linear combination of the data with optimal coef-
ficients in the least-squares sense. The coefficients are determined
through an iterative process from the physical relationship between
each datum and each model parameter. A priori information on
the model parameters and a description of the errors that affect
data and model are taken into account (Tarantola 1987). The mod-
elled seafloor depth bn(r ) at location r, which corresponds to the a

posteriori value of the model parameters at the nth iteration, is given
by:

bn(r ) = bo(r ) + Crr ′GT
n

[
GnCrr ′GT

n + Ess′
]−1

[d(s) − g(s)

+Gn [bn−1(r ) − bo(r )]] (1)

where r and s are the location of estimate and data, respectively, bo(r )
is a vector containing the a priori values of the model parameters,
bn−1(r ) is a vector containing the a a posteriori value of the model
parameters at the (n−1) iteration,Gn , and its transposeGT

n , are the it-
eratively improved model matrices whose elements are constructed
by a first-order development of the direct, non-linear relationship
g(r, s) between the data d(s) and model parameters. The covariance
matrix Crr ′ accounts for uncertainties of the a priori solution and
the matrix Ess′ accounts for data and model uncertainties. The main
advantage of this method is that the data sets used to construct the
bathymetric map can be of different kinds. In this study, the data
set consists of an altimetry-derived geoid grid and shipboard bathy-
metric profiles. It is worth noting that the data need not be aligned
in a regular grid as is the case for spectral methods. The model pa-
rameters stand for different geophysical quantities according to the
data type. As far as echo soundings are concerned, the bathymetry
modelled on each gridpoint represents a discrete averaged value of
the actual bathymetry over the cell centred on that gridpoint. We
have computed the median value of all soundings in each calcula-
tion grid cell. For such grid points, the model parameters equal these
normal data points. For geoid undulations, the relationship between
data and model parameters is based on the gravitational perturbation
generated by the mass anomaly associated with the seafloor relief.
The geoid undulation is not linearly related to the height of the mass
anomaly. Indeed, in eq. (1) above, g is not a linear function of b(r )
and its derivatives with respect to b(r ) are not independent of b(r ).
So the coefficients of the G matrix, determined using derivatives of
g with respect to b(r ), are approximated when computed with bo(r ).
For this reason, the final values of the model parameters b(r ) are
obtained through an iterative process using improved estimates of
the derivatives of g as b(r ) converges towards its final value. The
linearized expressions for g and its derivatives used to compute the
coefficients of the G matrix are given in Calmant (1994).

3.2 Isostatic compensation

The seafloor topography is not the only density contrast that gives
rise to geoid anomalies. Undulations of density interfaces within the
oceanic lithosphere, such as the Moho discontinuity, also produce
lateral density contrasts, hence geoid anomalies. The undulations of
the lithospheric density contrasts are mostly due to compensation
of the bathymetric features that load the lithosphere. In this study,
both local (Airy type) and regional compensation models have been
considered. In the context of regional compensation, the shape of the
lithospheric internal density contrast is modelled through the flex-
ural response of a thin elastic plate due to surface load (Watts et al.
1975). The plate deflection is controlled by the flexural parameter
α, related to the plate stiffness D and equivalent elastic thickness Te

by:

α = 4

√
4D

γ�ρ ′ , D = T 3
e

E

12(1 − ν2)
(2)

where E and ν are the Young’s modulus and Poisson’s ratio. �ρ is
the density contrast of the load relative to surrounding sea water.
�ρ ′ is the density contrast across the deflected density interface
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(Moho). This regional compensation model has been widely used to
study the mechanical behaviour of the oceanic lithosphere loaded by
intraplate volcanoes (for instance, McNutt & Menard 1978; Watts
1978; Calmant et al. 1990; Goodwillie & Watts 1993, among many
others). The Airy model of local compensation is the limiting case
when Te and α tend towards zero.

The geoid step at fracture zones may be derived from the bathy-
metric step through cooling plate models (for instance, GDH1, Stein
& Stein 1992). However, no specific algorithm has been developed
here to invert the geoid step into bathymetric step since the signature
due to plate age difference is often merged with that of other bathy-
metric features (for example, volcanic ridges or trenches) which
border such faults. In this study, the gravity signature of transform
faults has been processed as if it were the signature of volcanoes.

3.3 A posteriori uncertainties

Least-squares adjustment allows data and model uncertainties to
be taken into account in the computation. As a consequence, an
uncertainty associated with each computed bathymetric value can be
computed. This provides insight into the quality of the solution and
provides more information than global statistics. The uncertainties
associated with the a posteriori model parameters are given by the
diagonal elements of the a posteriori covariance matrix 	rr ′ ,:

σ (r ) =
√

	rr ′ (r = r ′) (3)

where 	rr ′ , can be approximated, for iterative schemes, by
(Tarantola 1987):

	rr ′ = Crr ′ − Crr ′GT
N

[
GNCrr ′GT

N + Ess′
]−1

GNCrr ′ (4)

where N represents the index of final iteration to reach convergence.
In eqs (3) and (4), a posteriori uncertainties are independent of the
actual data values. They reflect how input uncertainties are propa-
gated through the modelling process. They neither reflect how well
the a posteriori model parameters fit the data nor any possible mis-
modelling of data uncertainty. This is due to the computation scheme
adopted in this study that is based on data inversion on narrow grid
cells. In addition, a posteriori uncertainties do not reflect model er-
rors, since the latter are not taken into account. These model errors
are related to the long-wavelength part of the solution to which the
prediction is added, as well as to uncertainties in the compensation
model and density values (Baudry & Calmant 1996). Disregarding
these model errors leads to underestimation of the a posteriori un-
certainties. However, accounting for these model errors rigorously
appears to be extremely expensive in terms of computer time and
we decided not to include them in the present computation. Never-
theless, in order to derive more realistic uncertainties, we used the
unit covariance factor to scale the formal a posteriori covariance
associated with the solution globally. The unit covariance factor χ 2

measures the ratio of the misfit to the data uncertainties σd . We
determined an approximate value of this unit covariance factor by
computing the misfit to the echo sounding data only:

χ 2 = 1

M

∑ [d(s) − b(s)]2

σd (s)2
(5)

where M is the number of pixels where echo soundings d(s) exist
and s their position on the grid. In eq. (5), d(s) does not represent the
actual echo soundings but the median value of all soundings lying
in each grid cell. Finally, uncertainties σ̄ (r ) that also account for
the misfit are obtained by scaling the formal a posteriori variances
σ 2(r ) with the unit covariance factor such that:

σ̄ 2(r ) = χ2σ 2(r ). (6)

We would not expect discrepancies between predicted bathymetry
and echo sounding data to be randomly distributed. For example,
errors related to incorrect Te values are more likely to be found in old
oceanic basins than in the vicinity of mid oceanic ridges. Because
χ2 is a mean value over the whole oceanic domain, it is likely that
uncertainties are underestimated in rough areas of old seafloor (old
seamounts for which Te is actually low whereas a large value was
used in the computation). On the other hand, uncertainties may be
overestimated in smooth areas such as basins devoid of seamounts,
where Te does not matter. Nevertheless, production of an uncertainty
map is a step forward compared to previous studies.

4 N U M E R I C A L C O M P U T A T I O N S

The method implies the use of an a priori solution. As for all in-
versions of potential fields, this a priori solution is important since
the data-inversion process mostly acts to construct high-order cor-
rections to the a priori solution. We have produced the a priori
solution for the seafloor topography by computing the difference be-
tween a long-wavelength reference depth map and a high-resolution
bathymetric map. The long-wavelength reference is derived from
the ETOPO-5 bathymetric grid (National Geophysical Data Center
1988) in which wavelengths shorter than 2000 km have been fil-
tered out. For the high-resolution map, we tested several solutions
(Ramillien & Cazenave 1997, ETOPO-5; Smith & Sandwell (1997)).
We finally retained that of Smith & Sandwell (1997). Indeed, in our
calculation, this map led to fewer iterations before reaching conver-
gence. It must be pointed out that with this procedure, the predicted
bathymetry is not associated solely with the high-resolution map se-
lected to start the iteration process, but also with the long-wavelength
reference map.

We modelled the uncertainty associated with the a priori solution
through the following empirical function:

Crr ′ = σ 2
o

1 + l2

λ2
c

(7)

where l is the distance between grid points at r and r ′. The cut-off
wavelength λc has been empirically set at 20 km. We assigned a
500-m uncertainty σo to the a priori solution. This value is larger
than the rms errors quoted by Smith & Sandwell (1997) for their
high-resolution map. However, this σo value includes the uncertainty
in the long-wavelength reference and enables the a priori solution
to constrain the final solution weakly.

Concerning the isostatic compensation, the model function g(r, s)
relating the geoid data to the model parameters requires that the
flexural rigidity of the plate be known everywhere. The deflec-
tion of the seafloor under a volcanic load depends on the elastic
plate thickness at the time of loading. Elastic plate thickness in-
creases with the depth of an isotherm in the range 350◦C–450◦C
(Watts et al. 1980; Watts & Ribe 1984; Calmant & Cazenave 1987;
Calmant et al. 1990). While crustal age is rather well known, the
age of the loads, hence the times of loading, are far globally known.
Times of loading have been measured at a few specific locations
where the bathymetry is already well known. Elsewhere, times of
loading have to be guessed, between zero and the age of plate it-
self. For the present study, we assumed that the times of loading
are everywhere the age of the plate itself, or in other words, that
all bathymetric features are recent. This assumption will have little
consequence on the predicted bathymetry for off-ridge seamounts
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(edifices that are young with respect to the age of plate), for struc-
tures such as elastic bulge and trenches that are not compensated
and for fracture zones which compensation is not accommodated by
the deflection of density interfaces within the upper lithosphere. In
contrast, this assumption will lead to underestimation of the height
of old on-ridge seamounts (features of approximately the same age
as the plate), elongated ridges and massive plateaus. Indeed, assum-
ing zero loading age underestimates the negative contribution of the
compensating mass to the total geoid undulation. This assumption
tends to deteriorate the bathymetric solution at places where the
elastic thickness is known and is noticeably different from the as-
sumed value. However, these areas are very sparse and have already
been covered by oceanographic cruises, in particular concerning
the large ridges and plateaus. As a result, the error caused by as-
signing an incorrect value of Te is damped by the availability of
dense in situ bathymetric data that, unlike altimetry-derived data,
are not affected by any assumption on Te. In uncharted areas, the
older the plate, the older the unknown seamounts may be, leading to
larger errors with respect to the actual Te value. However, Baudry &
Calmant (1991) showed that for the S6 seamount, located south of
the Cook-Austral chain in the south central Pacific, the maximum
error on the bathymetric height due to extreme error on Te is only
∼300 m.

Complete modelling would imply that all parameters, such as
elastic thickness and densities involved in the computation of the
deflection, are included in the list of the unknown model parame-
ters. However, Ramillien & Mazzega (1999) showed that including
these parameters makes the inversion numerically unstable. Tests
showed that the parameter values change little while iterating and
the final values remain close to the a priori values. Because such a
full modelling is also computer-time consuming, we decided not to
solve for the elastic thicknesses and densities.

We considered the crustal age map derived by Muller et al. (1997).
We assumed that the elastic thickness Te follows the intermediate
400◦C isotherm (Calmant & Cazenave 1987), leading to the follow-
ing empirical relationship (Te in km and age in Ma):

Te = 2.7xage0.5 (8)

The map of Muller et al. (1997) includes large gaps. In areas lo-
cated close to continental margins, where the seafloor is old, we have
assigned an age of a 200 Ma. Our computation procedure dictates
that, at the border of continents, we focus on small features that
are superimpose on longer wavelength structures and are mostly
uncompensated. This minimizes the amplitude of the computed
topography and avoids the numerical instabilities that develop in
shallow areas such as the continental shelves. The only place where
this procedure is clearly inadequate is in the belt of young backarc
basins between the Australia and Pacific plates where no crustal
age is available. In these areas, the depth of bathymetry may be
underestimated.

Numerical computations were conducted on 0.5◦ × 0.5◦ cells.
While inversion is performed at each 1/16◦ grid cell, only the
bathymetry solution at the central pixel is retained after inversion.
Although computationally expensive, this procedure allows an over-
lap of 89 per cent between adjacent cells, avoiding edge effects. The
main limitation of this scheme is the reduced size of the computation
cells with respect to the typical waveband of the flexural compensa-
tion. The computed deflection (hence predicted bathymetry) will be
underestimated if a large load lies outside the computation cell, but
close enough for the deflection inside the cell be a significant amount
of the maximum deflection produced under that load and last, if the
elastic thickness is small enough for the overall deflection be sig-

Table 1. Values of general constants and lithospheric
parameters used in the computation.

Parameter/constant Numerical value

Lithospheric parameters
Crustal thickness 6 km
Load density 2700 kg m−3

Density of oceanic crust 2700 kg m−3

Mantle density 3350 kg m−3

General constants
Mean gravity at Earth surface 9.81 m s−2

Young’s modulus 1012 SI
Poisson’s ratio 0.25

nificant. In practice, the summit of the volcanoes is barely affected
by the reduced size of the computation cells whereas the height of
the edifice might be underestimated far from its center. In particu-
lar, the flexural moats flanking the large volcanoes such as these of
the Hawaiian chain might be underestimated where not constrained
by in situ data. It is worth noting that this drawback is shared with
most studies whether conducted in the spectral or spatial domain
although spectral methods enable that larger areas are processed us-
ing Fast Fourier Transforms. Because Ramillien & Wright (2000)
performed a computation on a regional study, they could use larger
cells (2◦ × 2◦) than in the present study, but nevertheless retained
the inner 40 per cent of the cell, with an overlap between successive
cells of only 36 per cent. Estimate of the computer time needed for
a global inversion with 2◦ × 2◦ cells led to prohibitive cost, incom-
patible with our current resources. Our choice of 0.5◦ × 0.5◦ cells
results thus from a compromise between computational resources
and computational precision. To minimize the drawback mentioned
above, we constrained the solution obtained in the inversion with
ship sounding data (see next section). Note that the error introduced
by using small cells is only significant around large seamounts, say
200–400 km wide, emplaced on young lithosphere, say 0–20 Ma
old, which are otherwise well covered by in situ data for most of
them. It is worth noting also that on the other hand, not to account
for the compensation of loads outside the cell is a benefit when the
relief at the outer rim of the cell is not compensated, like the ridges
bordering the fracture zones.

When geoid data are used, the modelled depths correspond to the
height of the mass anomaly above a reference regional level. Ac-
cordingly, the geoid undulations used in the inversion should reflect
only shallow density contrasts. Wavelengths greater than 500 km
have been filtered out of the mean sea surface for in order to re-
move the gravity signature of deep processes. We tested other cut-
off values (from 150 km to 2000 km). But, the choice of a 500-km
cut-off appears most compatible with the size of the computation
cells and the wavelength of the signal contained in the a priori
solution.

A height uncertainty of 3 cm has been assumed for the gridded
geoid values. This corresponds to an upper bound of the uncertainty
map published by Hernandez & Schaeffer (2000). Lower values can
be found in their uncertainty map, in particular along the Topex-
Poseidon tracks. However, tests performed in our study have shown
that uncertainty values lower than 3 cm lead to unrealistic large-
amplitude short-wavelength components in the solution. It is worth
noting that the uncertainties published by Hernandez & Schaeffer
(2000) with their mean sea surface estimates are formal uncertain-
ties. Our tests suggest that these uncertainties might be slightly un-
derestimated and that a value of 3 cm is likely an averaged uncer-
tainty. A 250-m depth uncertainty was assigned to individual ship
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Figure 5. Bathymetric profiles based on three data sources: our solution (grey surface), Smith and Sandwell’s solution (solid line) and NGDC data (crosses);
referred to left hand abscissa. Upper profiles show the absolute difference between our solution and that of Smith and Sandwell (right hand abscissa) Number
associated with each panel refers to the number on the location map (Fig. 4).
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Figure 6. Histograms of depth differences (in m) between our solution and the solutions of Smith and Sandwell (grey bars) and Ramillien and Cazenave (black
bars). The vertical axis represents the percentage of data in a given depth range.

sounding data. Tests have shown that this is the lowest admissible
value that does not degrade the solution due to erroneous tracks.
Note that the relative uncertainties used here for altimetry-derived
and shipboard data simultaneously account for both erroneous data
and imperfect physical modelling. Table 1 summarizes the numeri-
cal values of parameters used in this study.

5 R E S U L T S

Our global bathymetry solution is based on a two-iteration computa-
tional process. Tests performed for a few selected areas have shown
that the third iteration departs from the second by at most a few tens
of meters. It corresponds to an oscillation between two solutions
within the data and model errors. Thus we consider that the solution
has mostly converged at the second iteration. Ramillien & Wright
(2000) came to a similar conclusion when inverting satellite and
in situ data in the New Zealand area using the same method.

Smith (1993) checked the quality of ship-sounding data available
from oceanographic cruises in major databases. He concluded that
the fit of bathymetric maps relative to this data set is not a good in-
dicator of the accuracy of the final map. Because they performed a
large amount of work on selection and editing of the echo-sounding
data, Smith & Sandwell (1997) developed a procedure that gives a
high weight to in situ data where available. Similarly, we polished
our solution in a two-step procedure. In the first step, we selected a
subset of highly reliable in situ values from the whole NGDC data
set, a subset that we consider as true bathymetric values. Data selec-
tion was based on the scatter between all the in situ measurements
available in the grid cell on the one hand and departure from both
ours and Smith & Sandwell’s solutions on the other hand. The subset
represents about 5 per cent of the whole oceanic domain, and is con-
centrated at continental margins and around the main islands. In the
second step, we corrected our solution for the difference with respect
to the actual bathymetry in the subset bins and spline-extrapolated
the correction to the surrounding bins. The final solution is presented
in Fig. 2.

Fig. 3 is a map of uncertainties computed by combining the a
posteriori uncertainties and the unit covariance factor χ2 (eqs 4
and 5). It is worth noting that the solution used in eq. (5) is that
output by the inversion scheme, before the polishing procedure, and

that the in situ values are the pixel-medians input to the inversion.
χ 2 takes a value of 11.4, which means that the formal a posteri-
ori uncertainties were globally lower than the mean residuals by a
factor (11.4)1/2. Formal a posteriori uncertainties range from 30 m
beneath the sounding tracks to 50–70 m in the deepest basins. Such
low values (compared to σo) mean that the predicted bathymetry
is genuinely constrained by the data set and that it barely reflects
the a priori solution. Once the a posteriori covariance is scaled by
the unit covariance factor, the geographical variations of the uncer-
tainties range from ∼100 m to ∼200 m. These values reflect data
distribution and errors, as well as the increased uncertainty of the
solution with depth. The latter effect is particularly visible on our
map where the deep ocean floor exhibits larger uncertainty than
features at shallow depth (for instance, mid-ocean ridges, seamount
chains). The map also shows that the tighter the constraint on the
solution from the data, the smaller the uncertainty. Conversely, the
solution mostly reflects the a priori value when large uncertainties
are derived.

We have compared our bathymetry solution with that of Smith
& Sandwell (1997) and that derived from NGDC echo soundings
along a set of 16 west–east and north–south profiles evenly dis-
tributed in the three main oceans. The location of these profiles is
shown in Fig. 4. For the purpose of this comparison, we used the
pixel-averaged NGDC data that were constructed for the inversion
procedure initially. The map by Smith & Sandwell (1997) is given
on a 2′ × 2′ grid. We have spline-interpolated their map onto our
grid mesh. Because Smith & Sandwell’s grid has a smaller grid
mesh than ours, this interpolation does not degrade its accuracy.
Fig. 5 shows, at each of the 16 locations, the NGDC echo soundings
(where present) along the tracks, the profiles extracted from our so-
lution, that of Smith & Sandwell (1997), and the absolute difference
between these two satellite solutions. The latter profiles show that
discrepancies of up to a couple of hundred metres are encountered
only at very few places (see, for instance, profiles 2, 5, 7, 8). While
many other comparisons could have been made, this small set of
comparative profiles suggests that the solutions are quite consistent.
However, since the few profiles shown in Fig. 5 have been chosen
almost randomly, no generalization can be made.

We also computed the differences between our solution and the
solutions by Ramillien & Cazenave (1997) on one hand, and by
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Smith & Sandwell (1997) on the other. The standard deviations of
the gridded differences (30 million grid points) amount to 650 m
and 350 m rms respectively. Fig. 6 shows the histograms of these
differences for the two cases. We note that the histogram for the
Smih & Sandwell case has a nearly Gaussian shape, with a median
value of ∼150 m, an indication that there is almost no systematic
bias between the two solutions. On the other hand, the histogram of
the differences with respect to the solution of Ramillien & Cazenave
is spread towards larger values, while the envelope of the differences
is skewed toward positive depth values (our solution is deeper). That
our solution fits better the Smith & Sandwell’s solution rather than
the Ramillien & Cazenave’s solution is not surprising. Previous tests
performed by Ramillien & Cazenave (1997) have indeed indicated
that Ramillien & Cazenave’s solution is too smooth (compared to
in situ bathymetry data) and that it systematically underestimates
seamount heights. The shift of the histogram towards positive depth
values is less clear. It might reflect the different long-wavelength
components (ETOPO-5 in Ramillien & Cazenave and NGDC in the
present study), as previously noted by Ramillien & Cazenave (1997)
and Smith (1993).

Worldwide differences between our solution and that of Smith &
Sandwell are mapped in Fig. 7. The largest differences are found over
seamounts, where Smith & Sandwell’s solution appears, in general,
smoother than ours. Investigating into these differences includes a
comparison of the input data used in both analyses: the gravity grid
used by Smith & Sandwell (from Sandwell & Smith 1997) and the
gravity grid associated with the mean sea surface we used. Such
a comparison is indeed possible because Hernandez & Schaeffer
(2000) also computed a gravity map together with the mean sea sur-
face. The two gravity grids do not differ by more than ±10 mGal,
except in a few limited areas such as the rim of the Antarctic shelf.
Most discrepancies occur over rough areas such as seamount chains,
where the Sandwell & Smith grid is smoother (see for instance pro-
file 3 in Fig. 5). One or two hundreds of meters of difference in
seamount heights can potentially result from such short-wavelength
gravity differences, especially in areas devoid of soundings. Smith
& Sandwell (1997) used low-pass filters to stabilize the exponential
growth of the downward continuation. They also windowed the func-
tion used to convert the downward-continued gravity anomalies into
bathymetry variations. This may result in a loss of short-wavelength
signal and smoothing of rugged relief. Because data uncertainties
are analytically accounted for, the inverse method does not exces-
sively damp the short-wavelength signal. This can be observed in
Fig. 5, along profile 5, crossing the Ninety East Ridge in the Indian
Ocean. The crest of the structure is devoid of echo soundings. Our
solution predicts that the ridge is shallower than predicted by Smith
and Sandwell.

6 C O N C L U S I O N

The global map of seafloor topography presented in this study has
benefited from a map of the mean sea surface that approximates
the geoid after transient meteo-oceanographic perturbations were
carefully removed. Compared to global bathymetric maps published
previously, the original data set and method of derivation are differ-
ent. This map provides both an alternate solution and an external
check for the widely used map by Smith & Sandwell (1997). The
two solutions mostly agree within the standard deviations computed
in this study, although noticeable differences exist in some areas de-
void of soundings. These maps can be used for a variety of scientific
applications, over various regions (well charted areas as well as ar-

eas devoid of soundings) and at different spatial scales. It is thus of
major importance that investigators be aware of the intrinsic quality
of each map from one place to another. Such information is provided
here, at least in part, through a map presenting uncertainties. Such a
solution can be used to check the shipborn data in the data banks, as
evidenced on profile 14 (Fig. 5), where the two altimetry solutions
agree with each other but strongly depart from in situ data.

Because this study suffered some limitations due to current com-
putational resources, revised versions of that bathymetry map are
envisaged. Little improvement is expected to come from the data
collected by the ongoing satellite missions. Conversely, better ac-
curacy and finer resolution are foreseen with improved algorithms
and bigger computer facilities.
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The map is available on the following web site: http://www.omp.obs-
mip.fr/omp/gos/bathy/bathy.htm. The 1/16◦ × 1/16◦ global digital
data set can be provided on CDROM on request to the authors.
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