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S U M M A R Y
Besides solid Earth and ocean tides, atmospheric pressure variations are one of the major
sources of surface gravity perturbations. As shown by previous studies (Merriam 1992; Mukai
et al. 1995; Boy et al. 1998), the usual pressure correction with the help of local pressure
measurements and the barometric admittance (a simple transfer function between pressure and
gravity, both measured locally) does not allow an adequate estimation of global atmospheric
loading. We express the response of the Earth to pressure forcing using a Green’s function
formalism (Farrell 1972). The atmosphere acts on surface gravity through two effects: first,
a direct gravitational attraction by air masses which is sensitive to regional (about 1000 km
around the gravimeter) pressure variations; second, an elastic process induced by the Earth’s
surface deformation and mass redistribution which is sensitive to large scale pressure variations
(wavelengths greater than 4000 km).

We estimate atmospheric loading using Green’s functions and global pressure charts provided
by meteorological centres. We introduce different hypotheses on the atmospheric thickness and
atmospheric density variations with altitude for the modelling of the direct Newtonian attrac-
tion. All computations are compared to gravity data provided by superconducting gravimeters
of the GGP (Global Geodynamics Project) network. We show the improvement by modelling
global pressure versus the local estimates in terms of reduction of the variance of gravity resid-
uals. We can also validate the inverted barometer (IB) hypothesis as the oceanic response to
pressure forcing for periods exceeding one week. The non-inverted barometer (NIB) hypoth-
esis is shown to be definitely an inadequate assumption for describing the oceanic response to
atmospheric pressure at seasonal timescales.
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1 I N T R O D U C T I O N

Superconducting gravimeters are a privileged tool to study the
Earth’s global and internal dynamics (see for example Crossley et al.
1999) over a large period range (from a few minutes to several years).
However the atmosphere is, after solid Earth tides, one of the major
sources of perturbations of surface gravity and masks small contri-
butions such as core modes or anelastic effects on tides.

Atmospheric loading effects are usually corrected using an em-
pirical estimation, called barometric admittance (Warburton &
Goodkind 1977; Crossley et al. 1995), which is a simple trans-
fer function adjusted by least square fitting between pressure and
gravity, both measured locally. In fact, however, the global at-
mosphere acts on surface gravity through two effects: a direct
Newtonian attraction by air masses and an elastic contribution due
to the Earth’s surface displacement and mass redistribution (e.g.
Spratt 1982; Mukai et al. 1995; Boy et al. 1998). The simple cor-
rection using only the local pressure measurement cannot take into

account the large scale pressure structures existing over the whole
surface of the Earth, and is therefore not sufficient to estimate either
the induced global deformation and mass redistribution of the Earth
or the Newtonian direct attraction induced by regional (1000 km
around the gravimeter) mass variations.

The purpose of this paper is to estimate surface gravity varia-
tions induced by the atmospheric circulation with a physical ap-
proach and to propose an operational modelling using global at-
mospheric data provided by meteorological centres. As a first
step, we determine and describe the physics of the source (the
atmosphere) and the transfer functions (Newtonian and elastic
atmospheric Green’s functions). For the computation of the grav-
itational attraction, we consider different models for the atmo-
sphere. We then describe the superconducting gravimeter obser-
vations and their processing. The next section is devoted to the
determination of the optimal model for computing the atmo-
spheric loading; special attention is paid to the ocean response to
pressure.
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2 G L O B A L A T M O S P H E R I C
C I R C U L A T I O N

In this section, we present the two atmospheric data sets that we will
use to estimate global atmospheric loading. We show that pressure
variations are characterized by large scale structures with wave-
lengths greater then 4000 km. We recall that the hydrostatic equi-
librium hypothesis is verified for periods larger than 12 hr (Green
1999), so the estimation of atmospheric density variations with al-
titude, as a function of surface pressure and temperature conditions
with the help of the hydrostatic equilibrium equation, is adequate
for our atmospheric data.

2.1 Atmospheric data

We use global meteorological data sets provided by the U.S. Na-
tional Center for Environmental Prediction (NCEP) and the Euro-
pean Centre for Medium-range Weather Forecasts (ECMWF).

The first data set, provided by the NCEP, consists of surface pres-
sure data with a sampling rate of 6 hr and a spatial resolution of 2.5◦

in latitude and longitude. These NCEP reanalysis data are provided
using a state-of-the-art analysis system to perform data assimilation
from 1948 to the present.

The second surface data set, provided by the ECMWF, covers the
period 1985–1996. The time sampling rate is the same as the NCEP
reanalysis series (6 hr). The spatial sampling is 1.125◦ for latitude
and longitude.

2.2 Spectral energy

The spectral energy per degree represents the energy of pressure
variations as a function of the harmonic degree n,

R(n, t) =
n∑

m=0

{[
pm

n (t)
]2 + [

p̃m
n (t)

]2
}

, (1)

where pm
n (t) and p̃m

n (t) are the cosine and sine terms of degree n
and order m in a spherical harmonic decomposition of the time
dependent surface pressure field.

In a spherical harmonic decomposition, the wavelength λ(n) can
be associated to the harmonic degree n,

λ(n) = 2π
a

n
, (2)

where a is the mean radius of the Earth.
Fig. 1 shows the spectral energy of the surface pressure field

provided by ECMWF for the year 1994. Pressure variations are
dominated by very low harmonic degrees, typically n < 10, corre-
sponding to large scale atmospheric structures (λ > 4000 km).

Degrees 1 and 3 which include S1 and Sa (diurnal and annual
thermal waves) are shown to be variable in time with a seasonal
component.

For periods exceeding a few hours, the atmospheric circulation is
principally governed by horizontal displacements (Green 1999). The
hydrostatic equilibrium is verified and we can use the corresponding
equation to estimate density variations with altitude as a function of
surface parameters (temperature and pressure).

There is also a relationship between the horizontal wavelength
and the period of atmospheric variations (Green 1999). High fre-
quency pressure variations are coherent on small scale surfaces
whereas low frequency atmospheric structures are coherent on large
scale surfaces. For example, mid-latitude circulation (anticyclonic-

Figure 1. Spectral energy of surface pressure field (ECMWF) in Pa2 as a
function of spherical harmonic degree n and for the year 1994.

depression) has typical periods of about 5–10 days and wavelengths
of several thousands of kilometres.

3 A T M O S P H E R I C G R E E N ’ S
F U N C T I O N S

As shown by previous studies (e.g. Spratt 1982; Mukai et al. 1995;
Boy et al. 1998), the global atmosphere acts on surface gravity
through two effects:

(1) a direct gravitational attraction by air masses
(2) an elastic contribution from the Earth’s surface deformation

and self-potential variations due to loading boundary conditions at
the Earth’s surface.

We determine hereafter the Earth response to atmospheric loading
in terms of surface gravity variations in the spatial domain using a
Green’s function formalism. We first introduce different models for
the atmosphere used in the computation of the Newtonian attraction
effect, then we discuss the modelling of the elastic contribution.

3.1 Direct Newtonian attraction

In this section devoted to the Newtonian attraction caused by atmo-
spheric masses, we introduce different models for the atmosphere.
The most complete one is the 3-D model where pressure, tempera-
ture and humidity are changing with latitude, longitude and altitude.
We keep the thin-layer model as the classical simple model used for
treating atmospheric loading following Farrell’s (1972) approach.
We then derive our preferred pseudo-stratified model from the 3-D
model using reasonable approximations and we show that the grav-
ity changes can then be obtained from the convolution of the Green’s
function with surface pressure data.

3.1.1 3-D atmosphere

The Newtonian effect corresponds to a direct gravitational attraction
by air masses on the gravimeter. Following Merriam (1992), we
define

GS(ψ, z) = G [a − (a + z) cos ψ]

[a2 + (a + z)2 − 2a(a + z) cos ψ](3/2)
, (3)
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where z is the altitude of the atmospheric elementary volume of den-
sity ρA and spherical coordinates (θ ′, λ′) and G is the Newtonian
constant of gravitation. ψ is the angular distance between the
gravimeter of coordinates (θ, λ) and the elementary atmospheric
mass. That angular distance can be expressed as a function of both
coordinates,

cos ψ = cos θ cos θ ′ + sin θ sin θ ′ cos (λ − λ′) (4)

The Newtonian attraction of the surface gravity variations in (θ, λ)
are in the case of a stratified atmosphere, of finite thickness (20 km)
and with variations of pressure, temperature and humidity with
height,

δgNewtonian(θ, λ, t) =
∫ ∫ ∫

GS(ψ, z′)ρA(θ ′, λ′, z′, t) dv′. (5)

In this general case, the 3-D integration over the whole atmo-
sphere needs to estimate the atmospheric density everywhere to
compute the direct Newtonian attraction of the atmosphere. Global
atmospheric data provided by meteorological centres consist of pres-
sure, temperature and specific humidity data at different vertical
levels. We have to use these data to rebuild atmospheric density
variations.

The atmosphere is classically treated as a mixture of dry air and
water vapor. The ideal gas equation gives us relations between tem-
perature T, density ρA and pressure p for both components (Gill
1982),

pd = ρd RT
pv = ρv RvT

, (6)

where pd and ρd are respectively the partial pressure and the density
of dry air. pv and ρv are the partial pressure and the density of water
vapor. Rv and R are respectively the universal gas constant for water
vapor and for dry air and are respectively equal to 461.50 J kg−1 K−1

and 287.04 J kg−1 K−1.
For a gas mixture, the total pressure p is the sum of all partial

pressures,

p = pd + pv. (7)

We note q, the specific humidity, the ratio between density of water
vapor and the density of gas mixture and is given by

q = ρv

ρA
= ρv

ρd + ρv

. (8)

The total density ρA becomes

ρA = p

RT
(

1 − q + q

ε

) , (9)

where ε is equal to

ε = R

Rv

= 0.62197. (10)

We use the classical virtual temperature, noted Tv ,

Tv = T
(

1 − q + q

ε

)
. (11)

The density of the atmosphere becomes

ρA = p

RTv

= p

RT
(

1 − q + q

ε

) . (12)

This model requires a convolution of the Green’s function GS(ψ, z)
with the 3-D atmospheric density (eq. 12) for the whole atmosphere.

This computation requires large computing resources. However, as
described below, there is a way to approximate the estimation of
the direct attraction of air masses on the gravimeter by simplify-
ing the 3-D convolution into a 2-D convolution using only surface
atmospheric data.

3.1.2 Thin-layer model

As a first approximation, we can classically neglect the atmospheric
thickness. In this case, the surface atmospheric density σA(θ ′, λ′) is
directly linked to the surface pressure variation p0(θ ′, λ′),

p0(θ ′, λ′) = σA(θ ′, λ′)g0, (13)

where g0 is the mean surface gravity. This value is taken constant
and we neglect the small changes due to the latitude dependence,
which are not taken into account by the meteorological models in
any case.

In this model we define the Newtonian Green’s function by (Farrell
1972)

G N (ψ) = − G

g0a2

+∞∑
n=0

n Pn(cos ψ), (14)

where Pn is the Legendre polynomial of degree n. Notice that this
Green’s function does not have the same dimension as GS in eq. (3).
The series expansion can be written as (Farrell 1972)

G N (ψ) = G

g0a2

[
1

4 sin (ψ/2)
− 2πa2δ(ψ)

]
(15)

where δ(ψ) is the Dirac function and represents the contribution
of the mass just above the gravimeter and is equal to the Bouguer
semi-infinite plate value (−4.27 nm s−2 hPa−1).

For a more detailed derivation of these results, the reader may
refer to previous studies (e.g. Spratt 1982; Boy et al. 1998).

In this case, the surface gravity variations in (θ, λ) induced by
direct Newtonian attraction are equal to

δgNewtonian(θ, λ, t) =
∫ ∫

surface

G N (ψ)p0(θ ′, λ′, t) ds ′, (16)

where ds ′ = a2 sin θ ′ dθ ′ dλ′ is the surface element of integration.
This approximation allows a drastic reduction of the computing

time because the Newtonian Green’s function is only convolved with
the surface pressure field. However, this model does not take into
account the curvature of the atmosphere, in particular the relative
position of the atmospheric masses being above or under the local
horizon (Merriam 1992).

3.1.3 Pseudo-stratified model

The second approximation does not neglect the atmospheric thick-
ness but approximates density variations with altitude as only de-
pending on surface pressure and temperature.

For periods exceeding a few hours, i.e. the temporal sampling
of global meteorological data, the atmospheric circulation is prin-
cipally governed by horizontal displacements (e.g. Green 1999).
Hydrostatic equilibrium is then a valid approximation and gives
pressure variations dp as a function of altitude variations dz,

dp = −ρAg0 dz. (17)

If we consider the atmosphere as a perfect gas, the state law gives
the relation between pressure p, density ρA and temperature T,

C© 2002 RAS, GJI, 149, 534–545



Reduction of surface gravity data from global atmospheric pressure loading 537

p = ρA RT . (18)

The decrease of temperature with altitude can be modelled as a
linear trend,

T (z) = T0 + αz. (19)

α = −6.49 K km−1 in the case of the Standard Atmosphere
(NOAA/NASA/USAF 1976).

We neglect in this case the influence of water vapor content. In
fact, it is very small compared to the temperature influence and is
impossible to model using a simple law (linear, exponential...).

By combining the last three equations, we can write the variations
of density dρA(z) as a function of altitude variations dz,

dρA(z)

ρA(z)
= − g0

R

dz

T0 + αz

(
1 + Rα

g0

)
. (20)

The integration of this equation leads to the expression of the density
as a function of the altitude and surface conditions (temperature T0

and pressure P0)

ρA(z) = P0

RT (z)

(
1 + α

T0
z

)−g0/Rα

. (21)

The law expressing the pressure variations is very similar,

P(z) = P0

(
1 + α

T0
z

)−g0/Rα

. (22)

For an isothermal atmosphere (T (z) = T0 or α = 0), the variations
of density and pressure with the altitude z follow from eq. (20) and
are equal to

ρA(z) = P0

RT0
exp

(
− g0z

RT0

)
(23)

P(z) = P0 exp

(
− g0z

RT0

)
(24)

Fig. 2 shows the differences in pressure, temperature and density
between the US Standard Atmosphere (NOAA/NASA/USAF 1976),
the hydrostatic approximation with a linear decrease of temperature
with altitude (eqs 21 and 22) and the hydrostatic approximation with
a constant temperature (isothermal) (eqs 23 and 24).

In Fig. 2, the pressure and temperature conditions at the surface in
the hydrostatic models are the same as for the standard atmosphere
model. For an altitude smaller than 12 km, the temperature profile
in the hydrostatic approximation with linear temperature decrease
is equivalent to the one corresponding to the standard atmosphere.

However Fig. 2 also shows that the isothermal approximation
does not change significantly the density profile. We hence use
these assumptions (isothermal and hydrostatic) to compute the direct
Newtonian attraction of air masses and call it the pseudo-stratified
model.

This simple model of atmosphere using pressure and temperature
at the Earth’s surface allows us a good estimation of density varia-
tions with altitude up to 20 km which is the upper limit used in this
study.

In this case, we can introduce a pseudo-stratified Newtonian
Green’s function GSP S(ψ),

GSP S(ψ) =
∫ 20 km

z=0

[
GS(ψ, z)

1

RT0
exp

(
− g0z

RT0

)]
dz, (25)

where GS(ψ, z) is the Newtonian Green’s function for a stratified
atmospheric model.

The gravity changes in (θ, λ) are only a function of surface pres-
sure conditions and become

δgNewtonian(θ, λ, t) =
∫ ∫

surface

GSP S(ψ)p0(θ ′, λ′, t) ds ′. (26)

We neglect the temperature variations in time and space as they
lead to smaller effects than the pressure-induced ones, of the order
of a few per cent as shown by Merriam (1992).

This equation is very similar to the one obtained for the thin-
layer model (eq. 16) and allows us to decrease the computing time
by simplifying the 3-D convolution for the real atmosphere into a
2-D convolution.

3.2 Elastic contribution

The elastic contribution in gravity originates from the surface de-
formation (vertical motion in the Earth’s gravity field) and from the
Earth’s mass redistribution (altering the gravitational potential) and
is usually expressed in the spectral domain, i.e. using a spherical har-
monic approach (Sneeuw & Bun 1996), with dimensionless Love
numbers, i.e. non-dimensional factors between the source (here a
loading process) and the consequences (displacement, potential).

We assume that the elastic contribution is induced here by a sur-
face loading process (thin-layer approximation for the atmosphere)
even though we model the gravitational attraction using a strati-
fied loading process. We can use the load Love numbers h′

n and k ′
n

which are respectively the load radial and potential Love numbers
(Hinderer & Legros 1989). These numbers are computed in
this study from the Preliminary Reference Earth Model (PREM)
(Dziewonski & Anderson 1981).

The elastic Green’s function is equal to (e.g. Farrell 1972; Spratt
1982; Boy et al. 1998),

G E(ψ) = − G

g0a2

+∞∑
n=0

[2h′
n − (n + 1)k ′

n]Pn(cos ψ). (27)

The elastic contribution to the gravity changes at (θ, λ) is equal to

δgElastic(θ, λ, t) =
∫ ∫

surface

G E(ψ)p0(θ ′, λ′, t) ds ′. (28)

Numerical estimates of Green’s functions require the computation
of Love numbers up to a high spherical harmonic degree (n = 9000
in this study). Numerical integration of the elasto-gravitational equa-
tions provide a set of independent solutions in each layer. The fluid
core in hydrostatic equilibrium is governed by a set of only two dif-
ferential equations. Solving the set of boundary conditions at each
interface and at the surface provides the Love numbers. Love num-
bers for high degrees (n > 250) are obtained by considering that sur-
face loading produces no deformation within the liquid core and the
solid inner core, i.e. a new set of boundary conditions on the mantle
is defined with no deformations at the CMB (core-mantle boundary)
and boundary conditions at the Earth’s surface. We also took into
account in the spherical harmonic expansion the degree-one Love
numbers (Greff-Lefftz & Legros 1997) which are expressed here in
the centre-of-mass reference frame. We do not take into account the
Earth’s deformation of degree n = 0. However, as we subtract the
mean pressure field to the surface pressure data, the degree n = 0
contribution can be neglected.

The surface gravity variations due to a surface loading can be ex-
pressed in the spectral domain, i.e. in a spherical harmonic approach
as follows (Spratt 1982; Hinderer & Legros 1989):

δg(θ, λ, t) =
+∞∑
n=0

n∑
m=0

(
− 3

2n + 1

nδ′
n

aρ

)
pm

n (t)Y m
n (θ, λ), (29)
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Figure 2. Pressure, temperature and density variations with altitude for the US Standard Atmosphere (NOAA/NASA/USAF 1976), the hydrostatic (linear
decrease of temperature with altitude) and the hydrostatic and isothermal approximations.

where pm
n (t) are the spherical harmonic coefficients of the time

dependent surface pressure field and Y m
n (θ, λ) are the spherical har-

monic functions. ρ is the mean density of the Earth. δ′
n is the gravi-

metric factor of degree n and is equal to (Hinderer & Legros 1989)

δ′
n = 1 + 2

n
h′

n − n + 1

n
k ′

n . (30)

Fig. 3 shows the spectral response of the Earth, in terms of sur-
face gravity changes, to a thin-layer surface loading for the elastic
contribution (the term 2

n h′
n − n+1

n k ′
n in eq. 30), and for the direct

Newtonian attraction (the term 1 in eq. 30). These effects are char-
acterized by opposite physical processes. The elastic contribution
appears to be induced by large scale pressure coherence (or low
harmonic degrees), typically of wavelengths greater than 4000 km
(n<10), whereas the direct Newtonian attraction acts with the oppo-
site sign and is induced by regional (distances smaller than 1000 km)
pressure variations around the gravimeter.

We finally propose two hypotheses for the estimation of the di-
rect Newtonian attraction: a thin-layer surface approximation which
neglects the atmospheric thickness, and a pseudo-stratified isother-
mal model which approximates density variations with altitude us-
ing the hydrostatic equilibrium equation. The elastic contribution,
which has an amplitude roughly ten times smaller than the direct
attraction, is modelled using a thin-layer surface loading hypothesis.
For both cases, the gravity variations in (θ, λ) are only functions of
surface pressure conditions p0(θ ′, λ′, t) and are equal to

δg(θ, λ, t) =
∫ ∫

Surf

(G E(ψ) + G N (ψ)) p0(θ ′, λ′, t) ds ′, (31)

for the thin-layer approximation, and

δg(θ, λ, t) =
∫ ∫

Surf

(G E(ψ) + GSP S(ψ)) p0(θ ′, λ′, t) ds ′ (32)

for the pseudo-stratified hypothesis.
Fig. 4 shows the elastic and the Newtonian Green’s functions, i.e.

the spatial response of the Earth to a pseudo-stratified atmospheric
loading model as a function of angular distance ψ . The non-regular
shape (slope change) appearing in the elastic Green’s function for

Figure 3. Spectral Earth response (elastic contribution and Newtonian at-
traction) to a surface pressure loading in terms of surface gravity changes as
a function of spherical harmonic degree n.
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Figure 4. Spatial Earth response to pressure loading (a) elastic contribution
and (b) pseudo-stratified Newtonian attraction.

specific angular distances (between 0.2 and 0.7◦) is related to the
evolution of the Love numbers as a function of the harmonic degree,
n, (see e.g. Boy 2000, Fig. I.1). This is probably linked to some major
discontinuities in the elastic parameters in the Earth.

4 S U P E R C O N D U C T I N G G R A V I M E T E R
O B S E R V A T I O N S A N D M E T H O D O L O G Y

The surface gravity residuals are the observed gravity corrected for
the following principal effects:

(1) the instrumental drift modelled by a linear or an exponential
function;

(2) the Earth’s rotation induced effects (length-of-day variations
and polar motion);

(3) solid and oceanic tides adjusted by least-squares fitting using
the tidal analysis software ETERNA 3.30 (Wenzel 1996); and

(4) an atmospheric correction, either the local barometric ad-
mittance adjustment or the subtraction of the global atmospheric
loading estimated with the help of the Green’s functions previously
calculated and global pressure charts provided by ECMWF or NCEP.

Figure 5. Location of the six gravimeters of GGP network whose data are analyzed in this paper.

Our purpose is to assess whether the modelling of global atmo-
spheric loading produces a significant and systematic reduction of
the variance of surface gravity residuals using different supercon-
ducting gravimeters from the GGP (Global Geodynamics Project)
network (Crossley et al. 1999) with the global atmospheric loading
estimates versus the usual local pressure correction.

We explain the preprocessing of raw minute gravity and pressure
data provided by GGP and the modelling of the Earth’s rotation
induced effects. We also discuss the practical computation of global
atmospheric loading.

4.1 Data preprocessing

Among the twenty superconducting gravimeters of the GGP net-
work, we analyze data provided by six instruments: Boulder (BO) in
Colorado, Canberra (CB) in Australia, Esashi (ES) in Japan, Mem-
bach (MB) in Belgium, Strasbourg (ST) in France and Vienna (VI)
in Austria; their locations are shown in Fig. 5. We chose these six
stations because of their locations. Canberra and Esashi are close
to the Pacific Ocean, whereas Boulder is far from the Atlantic and
Pacific Ocean. Membach, Strasbourg and Vienna are located at in-
creasing distances from the North Sea and the North Atlantic in
western Europe.

This network delivers raw gravity and pressure data at a sampling
rate of one minute. Raw gravity and pressure data are first corrected
for major perturbations on a few samples such as offsets, gaps and
spikes by substituting a synthetic local tide (Crossley et al. 1993).
Data are then filtered to a sampling of 6 hr corresponding to the
sampling rate of global pressure charts.

The effects induced by the Earth’s rotation variations (polar mo-
tion and length-of-day) are then subtracted, assuming a static polar
tide in the oceans. The gravimetric factor δ̃2 becomes equal to 1.18
(1.16 for the solid Earth only) for the amplitude and 0◦ for the phase
(Loyer et al. 1999; Boy 2000). This assumption is generally a good
approximation of the oceanic response to Earth’s rotation variations,
except for some specific areas like the North and Baltic Seas (Xie
& Dickman 1995). However notice that we do not model other en-
vironmental contributions such as oceanic circulation, water table
or soil moisture which can lead, in some cases, to effects reaching
several tens of nm s−2 (Van Dam & Wahr 1998), i.e. larger than the
effect induced by the dynamics of the pole tide in the North and
Baltic Seas.
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The gravity changes in (θ, λ) are equal to (e.g. Loyer et al. 1999)

δgrot (θ, λ, t) = δ̃2�
2a

[
2m3 sin2 θ − sin 2θ (m1 cos λ + m2 sin λ)

]
,

(33)

where the dimensionless quantities are defined as

m1 = p1 + 1

�

dp2

dt

m2 = p2 − 1

�

dp1

dt
(34)

m3 = 1

�

dp3

dt

The quantities pi are related to the Earth’s orientation parameters
(X and Y) and length-of-day variations provided by IERS (EOPC04
series)

p1 = X
p2 = −Y
p3 = �(UT1 − TAI )

, (35)

where UT1 and TAI are the Universal Time and the International
Atomic Time. � is the Earth’s mean angular velocity.

Daily gravity changes induced by the Earth’s rotation variations
are interpolated to 6 hr time span and are subtracted from filtered
gravity variations.

4.2 Practical computation of global atmospheric loading

The spatial sampling of the pressure fields provided by meteorolog-
ical centres are respectively 2.5 and 1.125 degrees for NCEP and
ECMWF. The accuracy is about 10 Pa (0.1 millibar).

The local pressure measurements, in conjunction with surface
gravity, are available with a precision of about 1 Pa (0.01 millibar).
As we pointed out before, the Newtonian attraction is induced by
regional (about 1000 km around the station) pressure variations. We
would like to use these precise local pressure measurements to en-
hance our computations. For this reason, we choose to separate the
practical computation of global atmospheric loading as the convo-
lution of elastic and Newtonian Green’s functions with pressure into
two spatial domains.

(1) a near area, called zone 1, for which the pressure is assumed
to be constant and equal to the pressure measured at the gravity
station. We choose to represent this area as a spherical cap of radius
ψ1.

(2) a more distant area, called zone 2, for angular distances be-
tween ψ1 and ψ2 (ψ2 equal to 180◦ corresponds to an integration
on the whole Earth surface) for which we use the pressure fields
provided by the meteorological centres.

Before testing the different hypotheses of Newtonian attraction (sur-
face or pseudo-stratified models) and oceanic response to pres-
sure forcing, i.e. inverted barometer (IB) or non-inverted barometer
(NIB) hypotheses, we determine the optimal value of ψ1, the an-
gular radius of zone 1, which minimizes the standard deviation of
surface gravity residuals.

An implicit assumption made throughout this paper is that the
models leading to the smaller gravity residuals are better than those
yielding larger residuals; however one has to keep in mind that
other processes than atmospheric loading are affecting the data
and this might modify our conclusions from the minimum variance
approach.

Fig. 6 shows the standard deviation of surface gravity residuals
as a function of ψ1 for the gravimeter CO26 installed in Strasbourg

Figure 6. Determination of the optimal angular radius of homogeneous
spherical cap (ψ1) in the modelling of the local Newtonian attraction with
the help of local pressure. Here ψ2 is equal to 180◦.

(France). In the computation of atmospheric loading, we consider
the local pressure measurements for angular distances between 0◦

and ψ1, and the NCEP pressure field for angular distances between
ψ1 and 180◦.

The value of ψ1 equal to 0◦ corresponds to the use of only global
pressure charts and no local pressure measurements. The optimal
value of ψ1, corresponding to a minimum in the surface gravity
variance, is obtained for values between 0.25◦ and 0.5◦. We fix
henceforth the value of ψ1 at 0.5◦ (about 50 km) even if we found
that this value depends slightly on the site (coastal or inland).

In the next sections, we determine with the same criterion the
optimal model of atmospheric loading in terms of Newtonian attrac-
tion (thin-layer or pseudo-stratified models) and oceanic response
to pressure forcing (IB or NIB).

5 D E T E R M I N A T I O N O F T H E O P T I M A L
L O A D I N G M O D E L

5.1 Direct Newtonian attraction

5.1.1 Thin-layer versus pseudo-stratified model

In Section 3, we presented two different hypotheses for the op-
erational computation of the direct Newtonian attraction: super-
ficial thin-layer and pseudo-stratified models. We show, in this
section, the differences between both hypotheses in terms of reduc-
tion of the variance of gravity residuals for SG C026, installed in
Strasbourg (France).

Fig. 7 shows the decrease of the standard deviation of gravity
residuals as a function of ψ2, the angular radius of zone 2 for which
we consider both hypotheses of direct Newtonian attraction. The
surface pressure data are provided by NCEP. For ψ2 equal to 0.5◦,
the convolution domain is restricted to zone 1. When ψ2 is equal to
180◦, the convolution domain covers the whole Earth’s surface.

We also show the value of the standard deviation of gravity
residues using the classical and empirical pressure correction with
the help of the barometric admittance (found equal to −2.71 ±
0.03 nm s−2 hPa−1). A thin-layer surface Newtonian model does
not allow a reduction of gravity residual standard deviation versus
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Figure 7. Reduction of the standard deviation of gravity residuals (SG
C026) as a function of the solid angle ψ2 in the integration of global
pressure loading (NCEP data and IB ocean) for a surface and a pseudo-
stratified processes. The value of the standard deviation of gravity residues
using a local pressure correction (the admittance is equal to −2.71 ±
0.03 nm s−2 hPa−1) is shown by the dot-dashed line.

the local empirical estimation. However, differences between
pseudo-stratified and thin-layer surface attraction models become
small for angular distances larger than 10◦. The contribution of the
pseudo-stratified model to the estimation of the direct Newtonian
attraction takes into account the geometry of the atmosphere with
the local horizon of the gravimeter (e.g. Merriam 1992). In fact, the
atmospheric thickness is not negligible for small angular distances
in the estimation of the direct Newtonian attraction.

The two curves in Fig. 7 can be decomposed into two areas. First a
rapid decrease of the standard deviation between 0.5◦ (about 50 km)
and 10.0◦ (about 1000 km); second a slighter decrease from 10.0◦

to 180.0◦ (i.e. by considering the pressure on the whole surface). In
the first part, we model the direct Newtonian attraction increasingly
better (i.e. about 90 per cent of the total signal of loading) which
is induced by the regional pressure variations (i.e. about 1000 km
around the gravimeter). In the second part, we estimate the elas-
tic contribution increasingly better which is induced by large scale
(wavelength larger than 4000 km) pressure variations and leads to
about 10 per cent of the loading effects.

5.1.2 Effects induced by the topography around the gravimeter

In the case of SG C024, installed at TMGO (Table Mountain
Geodetic Observatory), near the Rocky Mountains close to Boulder
(Colorado), we cannot neglect topography in the computation of
atmospheric loading. Fig. 8 shows the topography around.

For a gravimeter at altitude h and in (θ, λ), the Newtonian attrac-
tion Green’s function is after eq. 3 equal to

GStopo(ψ, z, h)

= G
(a + h) − (a + z) cos ψ

((a + z)2 + (a + h)2 − 2(a + h) (a + z) cos ψ)3/2 .

(36)

The topography modifies the relative position of air masses com-
pared to the local horizon. The horizon is also shifted by the value
of the altitude of the gravimeter.

Figure 8. Topography (in m) around the station of Table Mountain (Boulder,
Colorado) (latitude and longitude are expressed in degrees). The circle rep-
resents zone 1 where the pressure is assumed to be constant.

Fig. 9 shows the standard deviation of surface gravity residuals at
Boulder for two global pressure loading models. The first takes into
account the topography and the second does not. For both models, the
oceans are supposed to respond like an IB process and the Newtonian
attraction is modelled using the pseudo-stratified model.

Fig. 9 demonstrates that the topography must be taken into ac-
count in the computation of the Newtonian attraction in this case.
For large distances (ψ2>10◦), the differences between both models
become small, showing once more that the Newtonian attraction is
a regional (about 1000 km around the station) process.

5.2 Effects due to differences between NCEP
and ECMWF surface pressure fields

For SG T005, the previous instrument in Strasbourg (1987–1996),
we have corrected gravity measurements with two global surface
pressure data sets provided by ECMWF and NCEP. Since the

Figure 9. Reduction of the standard deviation of gravity residuals (SG
C024) as a function of the solid angle ψ2 in the integration of global pressure
loading (NCEP data, pseudo-stratified model and IB ocean) by taking or not
into account the topography around the station at Boulder (Colorado).
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Figure 10. Reduction of the standard deviation of gravity residuals as a
function of the solid angle ψ2 in the integration of global pressure loading
(pseudo-stratified model) in Strasbourg (SG T005) with pressure charts pro-
vided by ECMWF and NCEP. The standard deviation of gravity residuals
with the local barometric admittance correction is shown by the dot-dashed
line.

ECMWF pressure data were not available to us for the period 1997–
2000 when SG CO26 was in operation in Strasbourg, we selected the
1987–1996 series of former SG T005 to test the differences between
NCEP and ECMWF pressure fields.

Fig. 10 shows the reduction of the standard deviation of grav-
ity residuals as a function of the solid angle ψ2 in the integra-
tion of atmospheric loading (pseudo-stratified model). The ocean is
modelled as responding to pressure forcing with the IB approxima-
tion. ECMWF versus NCEP pressure data allow a greater reduction
of gravity residuals. This is partly due to the spatial sampling of
ECMWF charts (1.125◦ versus 2.5◦ for NCEP) that allows a better
estimation of regional high frequency pressure variations.

One can notice that the reduction of the gravity residual standard
deviation leads to a level (about 10 nm s−2, as shown by Fig. 7) in
the new series (CO26) which is approximately five times lower than
for the older series (T005). This is because of a higher noise level
(instrumental + acquisition system) in the previous instrument (Boy
et al. 2000).

We have demonstrated in this section that the thin-layer surface
approach is not adequate for reducing the variance of gravity residu-
als, compared to the local estimate using the barometric admittance
correction. The simplified computation of the direct Newtonian at-
traction using the pseudo-stratified model, which approximates at-
mospheric density variations with height using only surface pressure
data, allows a significant reduction of the standard deviation of sur-
face gravity residuals of about 20 per cent (Fig. 7) over the whole
spectral domain (from 12 hr to 2 yr) compared to usual local pressure
approach.

In the case of high topographic variations around the gravimeter
(here the case of Boulder, Colorado), we need to take them into
account in the computation of the direct Newtonian attraction. The
reduction of the standard deviation of surface gravity residuals is
about 2 per cent for SG C024 (Boulder) compared to the case of
neglecting the topography. For others SGs, we cannot observe a
significant reduction of the gravity residual variance by taking into
account the topography around the stations.

5.3 Oceanic response to pressure forcing

5.3.1 Inverted and non-inverted barometer approximations

The oceanic response to pressure is classically modelled by two
different assumptions:

(1) the non-inverted barometer (NIB). Atmospheric pressure
variations are fully transmitted to the sea floor and the oceanic re-
sponse is the same as for the solid Earth. The convolution domain
is hence the whole Earth surface.

(2) the inverted barometer (IB). Pressure variations δpA are com-
pensated by static variations of sea height δhw . There is no net pres-
sure variation on the sea floor (Dickman 1988),

δhw = − δpA

ρwg0
, (37)

where ρw is the mean water density. In this case, the convolution
of the pressure field with Green’s functions (elastic and Newtonian
parts) is restricted to the continents.

In Boy et al. (1998), a non-global static ocean response to air
pressure changes was favoured. We only consider here the classical
IB and NIB hypotheses for the ocean response as a more recent
estimate leads to almost no significant changes between IB and the
static ocean response (even for low harmonic degrees).

We use the ocean–continent function with a spatial sampling of
0.5◦ (about 50 km), smaller than the global atmospheric data sam-
pling, defined as follows

O(θ, λ) =
{

0 if (θ, λ) ∈ oceans

1 if (θ, λ) ∈ continents
. (38)

This sampling allows an accurate estimation of the coastal geometry,
which is important in the loading computation for stations close to
the sea.

5.3.2 Oceanic response to pressure forcing observed by SGs

We study the oceanic response to pressure forcing with the six SG
data sets exploring the variations of standard deviation of surface
gravity residuals with ψ2, the angular radius of the convolution
domain, under the IB and NIB hypotheses described above.

Fig. 11 shows the reduction of the standard deviation of gravity
residuals of the six SGs as a function of ψ2 (NCEP and pseudo-
stratified model) for both hypotheses of oceanic response (IB and
NIB) to pressure forcing. In general, the loading model which in-
tegrates over the whole Earth (ψ2 = 180◦) with the IB hypothe-
sis allows a reduction in the standard deviation of gravity resid-
uals compared to the local empirical admittance correction. For
Membach (Belgium), the lowest standard deviation is obtained with
the local pressure correction; this fact might be due to non-static
ocean loading effects near the North and Baltic Seas.

For all SGs, the standard deviation of gravity residuals is larger
with the NIB hypothesis than with the IB assumption, except for
Boulder where there is no significant discrepancy.

For SGs close to the sea (Canberra and Esashi), differences be-
tween IB and NIB hypotheses become large because gravity varia-
tions are sensitive to local Newtonian attraction of both ocean and
atmosphere. For SGs far from coasts (Boulder and Vienna), the
oceanic effect on gravity is mainly due to large scale elastic defor-
mation which is smaller than the direct attraction.

In fact, for SGs in the vicinity of oceans, typically for dis-
tances smaller than 1000 km, the Newtonian attraction of the
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Figure 11. Reduction of the standard deviation of gravity residuals as a function of the solid angle ψ2 in the integration of global pressure loading (NCEP
data and pseudo-stratified model) for IB (triangles and solid lines) and NIB (squares and dashed lines) oceans. The standard deviation of gravity residuals with
the local barometric admittance correction is shown by dot-dashed lines.

oceans is not negligible and we have to take into account the dy-
namical response of oceans to pressure forcing (Dickman 1998);
for periods shorter than ten days, this dynamical response dif-
fers considerably from a static response (Wunsch & Stammer
1997).

5.4 Consequences in the spectral domain

We now demonstrate that the pseudo-stratified approximation for the
computation of the direct Newtonian attraction plus the IB hypothe-
sis of the oceanic response lead to the optimal model for estimating
global atmospheric loading effects on surface gravity. Fig. 12 shows
the spectrum of surface gravity residuals for SG C026 (Strasbourg,
France) before any atmospheric correction, and with local and global
atmospheric corrections.

The global atmospheric loading, modelled with the help of global
pressure charts (NCEP), allows a significant reduction of gravity
residuals for periods between about 5 and 100 days versus a local
pressure estimate for SG CO26 (Strasbourg). For longer periods, the
atmosphere does not seem to be the major source of surface grav-
ity perturbations at Strasbourg, especially for seasonal and annual
period ranges. We do not model other environmental contributions
such as oceanic circulation or soil moisture which can lead in some
cases to effects reaching several tens of nm s−2 (Van Dam & Wahr
1998).

The results are very similar for others SGs, i.e. the global at-
mospheric loading modelling allows a systematic and significant
reduction of gravity residuals versus the classical local estimation
using barometric admittance. However the frequency range of this
reduction depends on the locations of the SG. For SGs away from
the sea (Boulder and Vienna), the short period limit is about a cou-
ple of days whereas for SGs close to the sea (Canberra, Esashi and
Membach), this limit increases to about 10 days. It proves that the
oceans are, besides the atmosphere, one of the major sources of
surface gravity perturbations which are not yet well modelled . The
long-period limit also varies considerably according to the location
of the station.

We show in Fig. 13 the spectral amplitudes of the gravity residues
according to both NIB and IB hypotheses for the Strasbourg station;
the level is significantly lower for periods between 5 and 100 days.
This fact is also true for most of the other SG stations. For shorter
periods, the ocean response to pressure is no longer static as shown
by Wunsch & Stammer (1997).

6 C O N C L U S I O N

We have demonstrated that the optimal model of computation of the
loading of a global atmospheric model includes a pseudo-stratified
atmosphere for the direct Newtonian attraction and the inverted
barometer for the response of oceans to pressure forcing. The
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Figure 12. Gravity residuals after Earth tidal analysis of SG C026
(Strasbourg, France) data with two different pressure corrections: a local
pressure correction (with an admittance equal to −2.71 ± 0.03 nm s−2

hPa−1) and global pressure loading (pseudo-stratified model) with ψ1 = 0.5◦
and ψ2 = 180◦ and using NCEP pressure charts. The oceanic response to
pressure forcing is modelled using IB hypothesis.

pseudo-stratified model takes into account the atmospheric thick-
ness, which is not negligible, and allows a simplified convolution
of surface pressure field with Green’s functions compared to the
complete 3-D atmosphere.

We have also shown that the non-inverted barometer is definitively
not an adequate assumption for describing the oceanic response to
pressure forcing.

The oceans are also one of the major sources of surface gravity
perturbations which are not until now well-modelled. The next step
is to estimate oceanic loading effects on gravity using, for example,

Figure 13. Gravity residuals after Earth tidal analysis of SG C026
(Strasbourg, France) data and global pressure corrections (ψ2 = 180◦) with
both NIB (solid line) and IB (dashed line) assumptions.

altimetric data provided by Topex–Poseidon or global circulation
models.
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