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Abstract Six regional-scale flow models are compared to
gain insight into how different representations of hy-
draulic-conductivity distributions affect model calibration
and predictions. Deterministic geological models were
used to define hydraulic-conductivity distributions in two
steady-state flow models that were calibrated to heads and
baseflow estimates using inverse techniques. Optimized
hydraulic-conductivity estimates from the two models
were used to calculate layer and model mean hydraulic-
conductivity values. Despite differences in the two
geological models, inverse calibration produced mean
hydraulic-conductivity values for the entire model domain
that are quite similar. The layer and model mean
hydraulic-conductivity values were used to generate four
additional flow models and forward runs were performed.
All of the models adequately simulate the observed heads
and total baseflow. The six flow models were used to
predict the steady-state impact of a proposed well field,
and the flow solutions were used in simulating particle
tracking and solute transport. Results of the predictive
simulations show that, for this example, simple models of
heterogeneity produce capture zones similar to more
complex models, but with very different travel times and
breakthroughs. Inverse modeling combined with different
geological models can provide a measure of capture zone
and breakthrough reliability.

R�sum� Six mod�les d’�coulement � l’�chelle r�gionale
sont compar�s afin d’avoir un aper�u de la mani�re dont
les diff�rentes repr�sentations de la distribution de la
conductivit� hydraulique affectent la calibration et les
pr�dictions de mod�les. Des mod�les g�ologiques d�ter-

ministes ont �t� utilis�s pour d�finir les distributions de la
conductivit� hydraulique dans deux mod�les d’�coule-
ment en r�gime permanent qui ont �t� calibr�s avec des
estimations des charges et des �coulements de base faites
par des techniques inverses. Les estimations optimis�es
de la conductivit� hydraulique de ces deux mod�les ont
servi � calculer les valeurs de conductivit� hydraulique
moyenne des couches et du mod�le. Malgr� des diff�-
rences entre les deux mod�les g�ologiques, la calibration
inverse a donn� des valeurs de conductivit� hydraulique
moyenne pour le domaine complet du mod�le qui sont
compl�tement semblables. Les valeurs de la conductivit�
moyenne des couches et du mod�le ont �t� utilis�es pour
g�n�rer quatre mod�les d’�coulement suppl�mentaires et
des traitements ont �t� effectu�s. Tous les mod�les
simulent correctement les charges observ�es et l’�coule-
ment de base total. Les six mod�les ont servi � pr�dire
l’impact en r�gime permanent d’un champ captant projet�
et les solutions d’�coulement ont �t� utilis�es dans une
simulation par suivi de particules et de transport de solut�.
Les r�sultats de simulations pr�dictives montrent que,
pour cet exemple, de simples mod�les d’h�t�rog�n�it�
fournissent des zones de capture semblables aux mod�les
plus complexes, mais pour des temps de parcours et des
restitutions tr�s diff�rents. Une mod�lisation inverse
combin�e � diff�rents mod�les g�ologiques peut assurer
une mesure de la zone de capture et une fiabilit� de la
restitution.

Resumen Se compara seis modelos de flujo a escala
regional para conocer c�mo afecta a la calibraci�n y a la
predicci�n del modelo diversas representaciones de la
distribuci�n de la conductividad hidr�ulica. Se ha utili-
zado modelos geol�gicos deterministas para definir las
distribuciones de la conductividad hidr�ulica en dos
modelos de flujo permanente, calibrados mediante t�cni-
cas inversas con niveles piezom�tricos y estimaciones del
flujo de base. Se ha adoptado estimaciones optimizadas
de la conductividad hidr�ulica de los dos modelos para
calcular las cotas de las capas y sus conductividades
hidr�ulicas medias. A pesar de las diferencias entre ambos
modelos geol�gicos, con la calibraci�n inversa se obtiene
valores similares de conductividad hidr�ulica en todo el
dominio. Estos valores de las capas y de las conductivi-
dades hidr�ulicas medias han servido para generar cuatro
modelos adicionales de flujo y realizar predicciones.
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Todos los modelos simulan de forma adecuada los niveles
observados y los caudales de base. Los seis modelos han
sido aplicados a la predicci�n del impacto estacionario de
un campo de pozos, y las soluciones del flujo permiten
simular el transporte de part�culas y de solutos. Los
resultados de estas predicciones muestran que, para este
ejemplo, los modelos sencillos de la heterogeneidad dan
lugar a zonas de captura similares a las generadas por
modelos m�s complejos, pero aparecen grandes diferen-
cias en los tiempos de tr�nsito y en las curvas de llegada.
Una combinaci�n de modelaci�n inversa y de modelos
geol�gicos diferentes puede proporcionar una medida de
la fiabilidad de la zona de captura y de las curvas de
llegada.

Keywords Sedimentary heterogeneity · Geological
models · Zonation · Capture zone · Inverse modeling ·
Predictions

Introduction

The drinking water supply in Denmark is based exclu-
sively on groundwater. In recent years, over 500 water-
supply wells have been forced to close due to water
quality problems; the majority of these were shallow
wells contaminated with nitrates and pesticides (Stock-
marr 2001). The decrease in the quality of shallow
groundwater has increased the interest in using deep
aquifers for water supply. In Denmark, permission for the
establishment of a new well field is granted based partly
upon predictions of well-field capture zones. Accurate
delineation of capture zones is important with regard to
potential contamination risks and land-use restrictions.
Methods used for capture-zone prediction range from
simple analytical expressions, where hydraulic properties
are described by a single average value, to numerical
models that more accurately represent aquifer heteroge-
neity. Regardless of the method used, a common concern
is the effect of averaging of hydraulic-conductivity values
on the accuracy or uncertainty of predicted capture zones.

Bhatt (1993) evaluated the effect of data uncertainty
on simulated capture zones and concluded that the
precision of aquifer parameters is the most important
factor in delineating capture zones. Cole and Silliman
(2000) examined the utility of simple models for capture-
zone prediction in heterogeneous aquifers and applied
safety factors to model predictions in order to account for
uncertainty. Capture-zone predictions from analytical and
semianalytical models are often misleading due to
oversimplification of complex hydrogeological settings,
and therefore the use of numerical models is preferable
(Springer and Bair 1992). However, uncertainty of
parameter values, zonation, and boundary conditions
often result in predictions from numerical models that
are not unique, and it is difficult to evaluate how model
structure and averaging of hydraulic-conductivity values
affect these predictions. Rayne et al. (2001) used a three-
dimensional deterministic flow model to delineate capture

zones in a complex sedimentary aquifer system, and
imply that the predictions are reliable because of consis-
tency between field observations and model results. Evers
and Lerner (1998) present a method to determine the
range of capture-zone predictions arising from alternative
calibrations of a numerical model and, from these,
identify zones of certainty and uncertainty. Stochastic
models have been used to quantify prediction uncertainty
by evaluating an ensemble of capture zones reflecting the
variability and uncertainty of hydraulic property estimates
(Feyen et al. 2001; van Leeuwen et al. 2000; Vassolo et
al. 1998; Varljen and Shafer 1991; Bair et al. 1991).
However, stochastic models are rarely used outside of
research applications due to extensive data requirements
and lack of standardized methodology.

The hydrogeologist interested in predicting capture
zones is faced with a dilemma. Simple models tend to
provide unreliable predictions, deterministic numerical
models provide a single prediction the uncertainty of
which is not readily quantifiable and, while prediction
uncertainty is quantifiable with stochastic models, their
application is generally limited to field sites with large
datasets. The most common approach is to use determin-
istic numerical models with the hope that the model
represents both mean hydraulic-conductivity values and
aquifer heterogeneity in sufficient detail to produce
reliable capture-zone predictions.

In this study, two different deterministic geological
models were used to define hydraulic-conductivity dis-
tributions in two steady-state flow models that were
calibrated to hydraulic heads and flows using inverse
techniques. Optimized hydraulic-conductivity values
from each calibrated model were used to calculate mean
hydraulic-conductivity values for each model layer and
the model as a whole. Forward runs were then performed
using the layer and model mean hydraulic-conductivity
values, and results were compared with hydraulic-head
measurements and baseflow estimates. Simulations of
capture zones, particle-travel times and solute transport
were performed with six flow models with the objectives
of comparing predictions from optimized models con-
structed from different geological models, and to deter-
mine the effects of zonation and averaging of hydraulic
conductivity on model predictions.

Methodology

The study area is situated within a dissected glacial-till
plain on the Jutland peninsula in western Denmark and
covers an area of 41 by 25 km, as shown in Fig. 1. The
topography varies from over 90-m elevation above mean
sea level in the northeastern corner of the study area to sea
level in the southwest corner. Land use is predominantly
agricultural followed by wetlands, forests and towns.

In 1990 the Geological Survey of Denmark and
Greenland (GEUS) was contracted to locate a new
groundwater source with a capacity of up to
2.8	106 m3/year for the city of Esbjerg in western
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Denmark. The resource was investigated over a five-year
period by conducting geophysical surveys, drilling of
deep wells, borehole logging, chemical analysis, pumping
tests, and monitoring of groundwater levels and stream
discharge (Klitten et al. 1995). As part of the investiga-
tion, a steady-state flow model was developed and
calibrated through trial-and-error to predict the response
of the flow system to pumping from the proposed well
field (Henriksen et al. 1995). The flow model was
modified and used as the basis for this study.

Geology
The study area is underlain by Tertiary and Quaternary
sedimentary strata, as shown in Fig. 2. The Tertiary is
comprised of Miocene age sediments deposited in alter-

nating terrestrial/nearshore and shelf environments
(Dybkjaer et al. 2001). The Tertiary sediments consist
of a thick sequence of clay with some interbeds of
micaceous sand in the western part of the study area, and
become coarser-grained to the east. The top surface of the
Tertiary sediments, shown in Fig. 3, is dissected by
channels and buried valleys, the deepest of which is
present in the central part of the model area and extends to
depths exceeding 
150 m m.s.l. (Klitten et al. 1995). The
channels and buried valleys are filled with Quaternary
glaciofluvial sands with some thick meltwater clay and
till bodies. The upper part of the Quaternary consists of
glacial till and meltwater sand. The geology of the
Quaternary sequence is complex and, despite the high
density of subsurface data (average of >5 borehole logs/
km2), the interconnectivity of sands and the dimensions of

Fig. 2 Cross-section showing
the geology of study area

Fig. 1 Location of the study
area. Inset shows the topogra-
phy and streams. Location of
cross sections (Figs. 2 and 4)
indicated by line W–E
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till and clay deposits are not well defined. The Quaternary
sediments range in thickness from 10 m in the western
part of the study area to over 250 m in the central
erosional feature.

Water Balance
A mass-balance statement for the model area was
compiled using data from 60 precipitation stations, 100
stream gauging stations, groundwater extraction records
from over 900 production wells and soil maps (Henrik-
sen et al. 1995). Precipitation varies spatially throughout
the model area, primarily as a function of elevation, and
values range from 900 mm/year in low-lying areas to
1,200 mm/year in uplands. The average precipitation
over a 10-year period is 950 mm/year. Average evap-
otranspiration for the model area, estimated using a root-
zone model and 10-year records of measured potential
evapotranspiration, is 450 mm/year. The summation of
overland flow, discharge to drains, and shallow interflow
is estimated to be 260 mm/year based upon stream-
discharge records from a 224-km2 catchment located in
the central part of the study area. The average recharge
to the flow system, defined here as the precipitation
minus actual evapotranspiration minus surface/near-
surface flow, is estimated to be 240 mm/year. An
average baseflow of 195 mm/year within a total catch-
ment area of 1,963 km2 was calculated from synchro-
nous low-flow stream measurements from 109 stations
made during August in the period 1989–1994. It is
assumed that late-summer stream flow is comprised
solely of influent groundwater. Total groundwater
extraction (waterworks, irrigation and domestic wells)
for 1994 was reported at 24 mm/year within an area of
1,963 km2. The sum of the baseflow and groundwater
extraction is 219 mm/year or about 90% of the estimated
recharge, indicating that groundwater discharge to

streams and pumping wells represents the major dis-
charge from the study area.

Hydraulic Parameters
Transmissivity values, calculated from the results of 28
pumping tests conducted in and adjacent to the central
buried valley, vary in the range 7·10
4–1.5·10
2 m2/s for
the Quaternary, and 2.1·10
3–5.8·10
2 m2/s for the
Miocene deposits (Klitten et al. 1995). Hydraulic-con-
ductivity values were estimated at pumping wells by
dividing the transmissivity by the filter length, and are in
the range 5.8·10
5–8.1·10
4 m/s for the Quaternary sands,
and 1.7·10
4–9.3·10
3 m/s for the Miocene sands and
gravels. Transmissivity values were also calculated using
specific-capacity data from an additional 43 wells, and
were assigned qualitative estimates of high, medium, and
low. The transmissivity estimates (absolute and relative)
were used in model parameterization. Mean hydraulic-
conductivity values were used as initial values for the
inverse models.

Transmissivity values (absolute and relative) were
plotted on geological cross sections and maps, and
transmissivity trends were identified. In the central and
eastern parts of the study area, the Quaternary sequence
was assigned transmissivity estimates of low–medium for
elevations above sea level, due to the predominant
occurrence of glacial tills, and high to depths below sea
level where meltwater sands are predominant. West of the
central buried valley, the Quaternary sequence was
assigned transmissivity estimates of low–medium, re-
flecting both the local presence of fine-grained deposits
and a decrease in overall thickness. The Miocene was
assigned transmissivity estimates of low in the western
part, where the stratigraphic sequence is predominantly
clay, and high–medium in the eastern part of the model
area where the sediments become more coarse. The

Fig. 3 Map of the top surface
of the Tertiary sequence
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location of the contact between the low- and high-
transmissivity Miocene deposits is imprecise and desig-
nated along a north–south line coinciding with the
western wall of the central erosional feature.

Numerical Modeling
Two groundwater-flow models, constructed using two
different geological models, were calibrated to steady-
state conditions against observed heads and baseflow
estimates using MODFLOW (McDonald and Harbaugh
1989) and UCODE (Poeter and Hill 1998). The following
sections describe the model design and calibration.

Discretization
The model area is 41 by 25 km and was discretized into
82 columns and 50 rows with a constant grid-cell
dimension of 500	500 m. A digital-terrain map was used
to define the upper surface of each model, and the lower
surface was assigned a constant elevation of 
160 m
m.s.l. Model layers were assigned constant top and
bottom elevations with a vertical discretization of 20 m in
model A, and 10 m in model B (Fig. 4). The top and
bottom elevations of layers above sea level were locally
adjusted to accommodate for variations in topography.
The number of layers in models A and B are 11 and 21,
respectively.

Geological Models
Two geological models were constructed using over 5,400
borehole logs archived at the Geological Survey of
Denmark and Greenland. The geology in the two models
is represented by the following five sediment types: (1)

Quaternary meltwater sands (meltwater sand), (2) Qua-
ternary glacial till (glacial till), (3) Tertiary quartz sand
(coarse sand), (4) Tertiary micaceous sand (fine sand), (5)
Tertiary clay (clay).

Model A was constructed using 18 east–west geolog-
ical cross sections with a spacing of 2 km between the
cross sections, transmissivity maps, and a digital map of
the top of the Tertiary surface. First, the digital map of the
top of the Tertiary surface was used to define the
distribution of Quaternary and Tertiary sediments in each
model layer. The resulting maps were used as templates
for delineation of geological zones by manually assigning
the sediment type to each cell, using the geological cross
sections and transmissivity maps. The borehole data were
averaged during generation of the cross sections, and
additional averaging was performed when the distribution
of sediment types was delineated in each model layer
based upon the cross sections and transmissivity maps.

Whereas model A was interpreted in vertical cross
section, model B was interpreted and correlated in
horizontal layers. The stratigraphic succession in model B
was interpreted in 10-m-thick layers using a horizontal
grid size of 1,000	1,000 m. The borehole data (sediment
type) were plotted in each of the 21 model layers, and the
dominant sediment type in each grid cell was determined.
The cells containing borehole information were then
coded exclusively according to this sediment type.
Sediment types for the remaining cells were then
delineated manually in each layer by interpolation
between cells containing borehole information. In con-
trast to model A, the borehole data were used directly in
constructing model B, and the distribution of sediment
types assigned to each layer in the model adheres
explicitly to the borehole data.

Fig. 4 Cross sections showing
the geological models used to
construct the optimized flow
model
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In general, the major differences between the two
geological models are the degree of heterogeneity repre-
sented in the Quaternary deposits, and the continuity of
the Miocene sediments. As shown in Fig. 4, model A
resembles a stratified aquifer system, while model B more
closely reflects the observed heterogeneity. The same
borehole data were used in constructing the two models
but, in order to obtain the highest degree of independence
between the two models, the interpretations were carried
out by two different geologists. Differences between the
models are partly due to how the data were interpolated,
and partly to the interpretation carried out by the
individual geologist. Sediment zones in the geological
models were used in defining hydraulic-conductivity
distributions in the two flow models.

Boundary Conditions
Boundary conditions were assigned based largely upon
regional groundwater levels and the mass-balance state-
ment. The model grid and boundary conditions are shown
in Fig. 5. The lateral boundaries coincide with regional
groundwater divides and are simulated as no-flow
boundaries with the following exceptions. The southwest
corner of the model area coincides with the North Sea and
is simulated as a constant-head boundary. A head-
dependent boundary was assigned at depth along a
segment of the southern boundary, allowing for discharge
where high-permeability Miocene sands extend out of the
model area. During initial trial-and-error calibration, it
was found necessary to allow discharge from the model at
shallow depth along a segment of the northern boundary.

This corresponds to where coarse-grained valley-fill
sediments extend out of the model area, and is simulated
as a head-dependent boundary. Streams were simulated as
head-dependent boundaries and divided into 36 reaches,
based upon baseflow estimates from 109 monitoring
locations and maps of the surface geology. The down-
stream endpoint of the majority of the stream reaches
corresponds to monitoring stations where both stage and
discharge were measured. Stream stage was assigned in
each cell along the stream reaches by linear interpolation
between measured values of stage.

The upper surface of the model was simulated as a
specified flux boundary representing recharge to the water
table from the infiltration of precipitation. It is assumed
that recharge represents the portion of the infiltrating
precipitation that contributes to the regional groundwater
budget and excludes drain flow and shallow interflow.
Recharge was distributed based upon an analysis of
precipitation records from 60 monitoring stations, topog-
raphy, evapotranspiration estimates, land use, and surfi-
cial geology (Henriksen et al. 1995). The initial recharge
was applied at a total rate of 240 mm/year distributed over
five zones with values varying in the range 40–320 mm/
year. The distribution of the recharge zones and their
initial rates differ somewhat between the two models, due
to differences in the interpretation of the near-surface
geology, whereas the initial estimates of the total
recharge, applied to both models, are the same. The
zonal values of recharge were optimized using a multi-
plication factor, and therefore the total recharge rate was
ultimately a result of model calibration, as described
below.

Fig. 5 Model grid and bound-
ary conditions
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Calibration Data
The steady-state models were calibrated to baseflow
estimates and hydraulic-head measurements representa-
tive of low-flow conditions. Baseflow estimates for 36
stream reaches were used for comparison with the
simulated groundwater discharge to streams. The base-
flow estimates were calculated from synchronous low-
flow stream measurements made during August in the
period 1989–1994 at 109 monitoring stations. Several of
the stream reaches are within subcatchments of larger
catchments, and the discharge values will therefore be
correlated. However, the monitoring stations from which
the 36 reaches were identified are distributed relatively
uniformly throughout the stream system, and the corre-
lation is therefore assumed to be relatively small and it is
not considered explicitly. The magnitude of the estimated
baseflow for the 36 stream reaches varies in the range 15–
820 L/s. The uncertainty of the baseflow estimates is
assumed to be dependent upon the absolute magnitude of
the measured stream flow. The uncertainty is represented
by four classes: 0–20, 20–100, 100–500, and above 500 L/
s, where the coefficients of variation are estimated at 1.0,
0.5, 0.2, and 0.1, respectively. This means that the
uncertainty of a measurement of, for example, 50 L/s is
assumed to equal sQ=25 L/s. Analysis of annual minimum
daily discharge from nine gauging stations in the model
area indicates that the specified uncertainties are reason-
able.

In order to be consistent with the conditions repre-
sented by the baseflow estimates, hydraulic heads mea-
sured during the late summer (August 1995) were used for
calibration. An analysis of climate data collected over a
10-year period shows that 1995 is an average year with
respect to precipitation and evapotranspiration. Monthly
observations of hydraulic head over an eight-year period
in a well located in the central part of the model area
show that the August 1995 head is lower than the long-
term average head, but representative of the average
summer hydraulic head (Henriksen et al. 1995). The
hydraulic-head data used for calibration consist of 48
observations collected during a synchronous sampling
round, thus eliminating uncertainty with respect to
temporal fluctuations in groundwater levels. The data
are considered to be very accurate, as the location and
elevation of the monitoring wells were measured precise-
ly. The standard deviation of the head data, sh,i, is
estimated to be 1 m. The density of the measurements is
relatively uniform over depth, with observations in
layers 2 through 10 in model A (11-layer model) and
layers 5 through 20 in model B (21-layer model). The
August 1995 head measurements are all from the central
part of the model area and the range in observed heads is
33 m. A second set of hydraulic-head measurements that
covers the entire model area was used for model
validation and is described below. These observations
were not used for calibration because they are considered
to represent average annual conditions, and possess a

relatively high observation uncertainty. The locations of
the wells used for calibration and validation are shown in
Fig. 6.

Optimization
Optimization of the flow models was performed using
UCODE (Poeter and Hill 1998). The weighted least-
squares objective function used in this study is expressed
as

G bð Þ ¼
XNh

i¼1

hobs;i � hi bð Þ
sh;i

� �2

þ
XNQ

j¼1

Qobs;j � Qj bð Þ
sQ;j

� �2

ð1Þ
where b is the vector of parameters to be estimated, hobs,i
(L) and hi(b) (L) are the ith observed and simulated values
of hydraulic head, respectively, Nh is the number of head
observations, sh,i (L) is the standard deviation of the ith
hydraulic-head measurement, Qobs,j (L3 T
1) and Qj(b)
(L3 T
1) are the jth observed and simulated stream
discharge, respectively, NQ is the number of discharge
observations, and sQ,j (L3 T
1) is the standard deviation of
the jth discharge observation. The optimal parameter set
b* is found by solving the optimization problem

b� ¼ Min G bð Þf g ð2Þ
A modified Gauss-Newton method is used for the

iterative solution of the problem. The iteration process
converges when (1) the relative change in parameter
values is less than b1 or (2) the value of the objective
function G changes less than b2 for three sequential
iterations. A value of 0.01 was assigned to b1 and b2. In
the present study, all parameters of b are log-transformed
when estimated. Unconstrained optimization is per-
formed, i.e. no upper and lower limits are imposed on
the parameters. Prior information about the parameter

Fig. 6 Location of the monitoring wells used for model calibration
and validation
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values is used only to specify initial parameter estimates
for the optimization process.

Calibration Parameters
Parameters considered for estimation included hydraulic-
conductivity values for all of the sediment zones defined
in the geological models, streambed conductance dis-
tributed on the basis of surficial geology, and recharge.
Composite scaled sensitivities, calculated from a sensi-
tivity analysis (Hill 1998) in which hydraulic-head and
baseflow data were considered, showed that the model is
sensitive to the hydraulic conductivity of four of the five
sediment zones, streambed conductance, and a multipli-
cation factor for recharge. Experience with trial-error-
model calibration of the models showed that the fit to
baseflow estimates for individual stream reaches could be
improved by distributing streambed conductance with as
few as two zones. However, the sensitivity analysis
showed that regression was incapable of producing
distributed streambed conductance values that were
statistically significant. Thus, a single value of streambed
conductance was considered for optimization in both
models. The six parameters and their initial estimates are
presented in Table 1.

Only the sensitive components of hydraulic conduc-
tivity are estimated. These are the horizontal hydraulic
conductivity of the relatively high hydraulic-conductivity
sediments (Quaternary meltwater sand and Tertiary quartz
sand) and the vertical hydraulic conductivity of the
relatively low hydraulic-conductivity sediments (Quater-
nary glacial till and Tertiary clay). The horizontal and
vertical hydraulic conductivity are subsequently linked
through the anisotropy ratio, a=Kv/Kh. A value of a=0.1 is
used for all hydrofacies except for the Quaternary glacial
till, where a value of a=0.5 is specified. The anisotropy
ratios were assigned based upon the results of trial-and-
error calibration by Henriksen et al. (1995).

Performance Criteria
The reliability of the estimated parameters is quantified
by UCODE assuming model linearity. Here, the calcu-
lated standard deviation, sb, of the estimated parameter,

b*, is used to calculate linear 95% confidence intervals
for the estimates, assuming normally distributed errors.

The optimized steady-state models are evaluated with
respect to the match between observed and simulated
dependant variables. The root mean squared weighted
residuals (RMSW) with respect to hydraulic head is
calculated as

RMSWh ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

Nh

XNh

i¼1

hobs;i � hi b�ð Þ
sh;i

� �2

vuut ð3Þ

A similar measure is used for the stream-discharge
residuals

RMSWQ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

NQ

XNQ

j¼1

Qobs;j � Qj b�ð Þ
sQ;j

� �2

vuut ð4Þ

Calibration Results
The optimized parameter estimates for the two models are
presented in Table 2. The optimized hydraulic-conduc-
tivity values for the Quaternary sands, till, and Tertiary
coarse sand are within the range of field estimates in both
models, with the exception of the Tertiary coarse sand in
model B, which is a factor of four less than the lowest
conductivity estimated for this zone from pumping-test
results. In both models, the upper 95% confidence interval
of the optimized hydraulic conductivity for the Quater-
nary sands overlaps with the lower 95% confidence
interval of the mean field estimate. The upper 95%
confidence interval of the optimized estimate for the
Tertiary coarse sand overlaps with the mean field estimate
in model A, and with the lower range of field estimates in
model B. The uncertainty of the estimated parameters is
generally low. However, the confidence intervals for the
estimated vertical hydraulic conductivity of the glacial till
and Tertiary clay (parameters 2 and 4) in model B range
over four orders of magnitude, indicating that reliability
of these parameters is relatively poor. The maximum
correlation coefficients (Table 2) indicate that correlation
between parameters is of no concern. According to Hill

Table 1 Parameters included in the optimization, their initial estimates, and their corresponding field measurements. Kh and Kv represent
horizontal and vertical hydraulic conductivity, respectively

No. Description of parameter Initial
estimate

Field estimates

Observed range Mean 95% Confidence intervals

1 Kh of Quaternary meltwater sands (m/s) 5·10
4 5.7·10
5–8.4·10
4a 4.7·10
4 2.4·10
4–7.1·10
4

2 Kv of Quaternary glacial till (m/s) 2.5·10
7 5.0·10
9–1.0·10
6b – –
3 Kh ;of Tertiary quartz sand (m/s) 1·10
3 1.7·10
4–9.0·10
3a 1.5·10
3 1.5·10
5–3.0·10
3

4 Kv of Tertiary clay (m/s) 5·10
9c – – –
5 Bed conductance of stream system (s
1) 3·10
3c – – –
6 Multiplication factor for recharge 1.0c – – –

a K estimated from pumping tests (Klitten et al. 1995)
b K estimated from slug and infiltration tests (Nilsson et al. 2001)
c The initial parameter estimate is from trial-and-error calibration results
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(1998), correlation coefficients less than 0.95 suggest that
the estimated parameters are likely to be unique.

The match between observed and simulated heads and
baseflow is presented in Table 3. Both models perform
well with respect to the observed hydraulic heads and
baseflow estimates. RMSWh values are 1.9 and 2.1 m for
models A and B, respectively. The ratio of RMSWh values
from both models to the range of head in the calibration
dataset (33 m) is about 6% and errors are randomly
distributed. RMSWQ values are 2.1 and 2.2 for models A
and B, respectively. However, despite the good fit to the
total baseflow, both models underpredict the baseflow by
about 50% in one stream reach that accounts for 15% of
the total baseflow. Models A and B underpredict the total
estimated baseflow by 25 and 31%, respectively.

Layer and Model Average Hydraulic-Conductivity Values
Simpler hydraulic-conductivity distributions were calcu-
lated from the optimized parameter estimates with the
objective of generating more uniform hydraulic-conduc-
tivity distributions that preserve the averages of the
optimized values. Flow models constructed from the
simpler hydraulic-conductivity distributions were then
used to evaluate how the representation of geological
complexity affects model predictions.

The optimized hydraulic-conductivity values from
each of the two flow models were used to calculate the
mean hydraulic conductivity (horizontal and vertical) for
each model layer and for each model as a whole. The
horizontal and vertical hydraulic-conductivity values
were calculated as the arithmetic and harmonic mean,
respectively. The layer mean horizontal hydraulic-con-
ductivity values from model B decrease systematically
with depth, while those from model A show considerable

variation with depth, as shown in Fig. 7. The mean
horizontal hydraulic conductivity calculated for the entire
model domain is nearly identical for the two models
(Kh=7.7·10
5 m/s for model A, and Kh=7.3·10
5 m/s for
model B), while the model mean vertical hydraulic
conductivity varies by a factor of six between the two
models (4,4·10
7 for model A, and 2.8·10
6 m/s for
model B). It is important to note that the layer mean
hydraulic-conductivity values represent the average of
several different sedimentary zones, and therefore should
not be compared to the field estimates of hydraulic
conductivity for the individual sedimentary zones.

Model Validation and Comparison
Four additional flow models were constructed using the
layer and model mean hydraulic-conductivity values from
the two optimized models. These models are referred to as
AL, AM, BL and BM, where the subscripts L and M refer to
use of layer mean and model mean hydraulic-conductivity
values, respectively. Forward runs were performed and
the results from all six of the flow models (models A, AL,

Fig. 7 Mean horizontal hydraulic-conductivity values for each
model layer calculated using the optimized parameters from
models A and B. Mean hydraulic-conductivity values for the entire
model domain for both models are also shown

Table 2 Optimized parameter estimates, uncertainty, and maximum correlation

Parameter Model A Model B

Estimate 95% Confidence
intervals

Maximum
correlation
coefficienta

Estimate 95% Confidence
intervals

Maximum
correlation
coefficienta

Kh of Quaternary meltwater sands (m/s) 7.2·10
5 2.9·10
5–1.8·10
4 
0.77 (4) 1.8·10
4 1.3·10
4–2.4·10
4 0.80 (6)
Kv of Quaternary glacial till (m/s) 1.2·10
8 3.9·10
9–3.7·10
8 0.36 (4) 4.1·10
7 3.5·10
9–4.8·10
5 
0.56 (5)
Kh of Tertiary quartz sand (m/s) 6.1·10
4 2.9·10
4–1.2·10
3 
0.73 (1) 3.7·10
5 1.7·10
6–8.1·10
4 
0.34 (4)
Kv of Tertiary clay (m/s) 4.5·10
8 2.7·10
8–7.5·10
8 
0.77 (1) 2.7·10
8 4.3·10
10–1.7·10
6 
0.34 (3)
Bed conductance of stream system (s
1) 2.8·10
3 1.7·10
3–4.6·10
3 
0.64 (1) 1.9·10
3 1.4·10
3–2.7·10
3 
0.56 (2)
Multiplication factor for recharge 0.82 0.71–0.96 0.61 (3) 1.0 0.86–1.17 0.80 (1)

a The number in parentheses indicates the parameter with which the maximum correlation coefficient was obtained

Table 3 Match between observed and simulated heads and stream
discharge

Calibration

RMSWh (-) RMSWQ (-)

Model A 1.9 2.1
Model B 2.1 2.2
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AM, B, BL and BM) were compared with 251 hydraulic-
head measurements archived at the Geological Survey of
Denmark and Greenland, and the baseflow estimates. The
hydraulic-head observations range over 72 m and repres-
ent measurements made during different times of the year
over a 30-year period. A comparison of these data with
long-term hydrographs and head data from the synchro-
nous sampling round (August 1995) showed that the 251
head observations represent a good approximation of
average or steady-state conditions. However, there is a
relatively high degree of uncertainty in the dataset due to
seasonal and annual variations in the groundwater levels.
It is estimated that these transient effects result in an
uncertainty of sh=2 m, where sh is the standard deviation
of the head data.

The six models all simulate the heads from the
validation dataset reasonably well, as indicated by the
statistics presented in Table 4. Error is randomly
distributed in models A, BL and BM, while models AL,
AM and B underpredict the heads at monitoring wells with
observed values that are greater than 60 m m.s.l.
Models AL and AM simulate the observed heads slightly
better than model B. This is surprising in that it was
expected that the models that more accurately represent
the sedimentary heterogeneity would produce a better
overall fit to the observed heads. The simulated total
baseflow in all of the models is 25–35% less than the
estimated baseflow, as shown in Fig. 8. The best fit to
baseflow was obtained from model A, which also
performed the best with respect to the observed heads.
Differences between the models become more apparent
upon comparison of simulated and estimated baseflow
along the individual stream reaches. Field data show that
there is a net gain of water along all of the stream reaches
during low-flow conditions. This is well represented by
the two optimized models (A and B), while 15–25% of
the stream reaches in the layer and model mean hydraulic-
conductivity models show a net loss of water.

Predictive Simulations

The six flow models were used to predict the steady-state
impact of pumping 2.8	106 m3/year from a well field
located within the central erosional feature. The flow

solution was used in the simulation of particle tracking
and solute transport, and the results are presented below.

Capture Zones and Travel Times
The capture zone of the well field was simulated in each
model by performing particle tracking using MODPATH
(Pollock 1989). A total of 250 particles was released in
each cell containing an extraction well and tracked
backward through time. An effective porosity of 0.25
was assigned uniformly throughout the model. The
resulting capture zones of the well field are shown in
Fig. 9. They are similar, but do differ somewhat in shape
and extent to the northeast far from the well field. Evers
and Lerner (1998) show that simulated capture zones can
vary significantly, given the uncertainties in parameter-
value estimates and boundary conditions for any model.
However, the results show that for this example, simple
models of heterogeneity produce capture zones similar to
more complex models if the mean hydraulic conductivity
of the models is similar. This is consistent with the work
of Feyen et al. (2001) who show that the mean hydraulic
conductivity and variance are the most important param-
eters in the determination of stochastic capture zones.

Particle-travel times were evaluated by computing a
median value and 95% fractile for the time taken for all
particles released at the extraction wells to exit the flow
system at the water table. The results are presented in
Table 5 and display a wide range of values, showing that
particle-travel times are sensitive to parameter values.
The particle-tracking analysis shows that while predic-
tions of capture zones are robust if the mean hydraulic
conductivity of the flow system is well represented, travel
times within the capture zone predicted by models
calibrated to head and flow data possess a large degree
of uncertainty due to aquifer heterogeneity.

Fig. 8 Percent error of simulated versus observed total baseflow
for the six flow models

Table 4 Hydraulic-head statistics from the model validation and
comparison. Head range is 72 m and n=251

A AL AM B BL BM

RMSWh (-) 1.6 1.75 1.74 1.84 1.92 1.92
RMSh/head range (%)a 4.4 4.8 4.8 5.1 5.3 5.3

aRMSh indicates unweighted root mean squared value for hydraulic
heads

Table 5 Predicted particle-travel times from the six flow models

Model Median travel time
(year)

Travel time (95% fractile)
(year)

A 155 970
AL 138 1,115
AM 177 664
B 118 553
BL 582 2,113
BM 863 2,144
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Solute Transport
The effect of zonation on regional transport was evaluated
by simulating the transport of a conservative solute using
the steady-state well-field solution from the six models
and MT3DMS (Zheng 1998). A constant concentration-
boundary condition was applied to the uppermost active
layer in each model over an area encompassing the
simulated capture zones. Simulations were performed for
a 300-year period during which time the concentrations
were observed at each pumping well. A flux-weighted
well-field concentration was calculated for each model
and the resulting breakthrough curves (BTCs) are pre-
sented in Fig. 10. Predicted first arrivals, defined by C/
C0=0.01, from the optimized models (A and B) vary by

over an order of magnitude and represent the end
members for all of the models. Predicted BTCs from all
of the models vary significantly, and no distinguishable
patterns related to different zonations are readily recog-
nizable. The wide range of predicted first arrivals and
concentrations from the six models highlights the uncer-
tainty associated with predictions of solute transport from
models that are calibrated using only hydraulic-head and
flow data.

Discussion and Conclusions

The large datasets available for model construction and
calibration in this study provide the opportunity to
compare the effects of different interpretations of hy-
draulic-conductivity distributions on the results of inverse
calibration and predictions. Two different geological
models were constructed using over 5,400 borehole logs.
Water-balance estimates indicate that discharge to
streams and extraction wells accounts for about 90% of
the recharge to the model area. Furthermore, the dense
network of stream-monitoring stations, from which base-
flow estimates are derived, provides a detailed description
of the flow distribution within the model area. These data,
in combination with 48 head measurements used to
constrain the inverse model and 251 head measurements
used for model validation and comparison, allowed the
examination of the effects of zonation on model calibra-
tion and predictions.

The two optimized flow models produced a similar
quality of calibration, despite the differences in the
geological models from which the models were con-

Fig. 10 Simulated breakthrough curves for the six models

Fig. 9 Capture zones predicted
by the six models
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structed, showing that the solution to the inverse problem
is non-unique. Forward runs with the flow models
constructed using the layer mean and model mean
hydraulic-conductivity values calculated from optimized
parameters also produced acceptable fits to head and flow
data, further highlighting the non-uniqueness of the
problem. The lack of uniqueness may have been
overcome through the use of prior information (Carrera
and Neuman 1986), by using more sophisticated methods
to delineate hydraulic-conductivity zones, such as those
presented by Ritzi et al. (1994), or by collecting
additional data for calibration. It is concluded from the
work of Hill et al. (1998) and the results presented here
that non-uniqueness is probably unavoidable in complex
groundwater problems. Hill et al. (1998) also conclude
that this lack of uniqueness does not indicate that models
produce inaccurate results, as prediction accuracy de-
pends upon the quality of available data and calibration
methodology.

The optimized hydraulic-conductivity values for the
Quaternary meltwater sands and Tertiary coarse sands in
models A and B are in good overall agreement with field
estimates. The 95% confidence intervals of the optimized
and the mean field estimates overlap, with the exception
of the Tertiary coarse sand in model B, where the upper
95% confidence interval of the optimized value overlaps
with the lower range of the field estimates. This is in
contrast to the results presented by Hill et al. (1998) and
Barth et al. (2001), where optimized hydraulic-conduc-
tivity values differ from measured values due to differ-
ences between the scale of observations and the model
grid size, and measurement inaccuracies. Sun and Yeh
(1985) show that improper representation of parameter
zones causes estimated parameter values to be incorrect.
The results of the present study show that representative
parameter estimates can be obtained from inverse models
using different zonations. Furthermore, the mean hori-
zontal hydraulic-conductivity values calculated for the
entire model domain were essentially identical for the two
optimized models, whereas the mean vertical hydraulic-
conductivity values for the model domain differed by a
factor of six. This indicates that while model structure
does affect optimized values for individual zones, suffi-
cient calibration data, especially flows, constrain inverse
models so that mean hydraulic-conductivity values of the
entire model domain are well represented.

Predictive simulations show that for this example,
simple models of heterogeneity produce capture zones
similar to more complex models. The results also show
that different models of heterogeneity may produce very
different predictions of travel time and solute break-
through. This indicates that inverse modeling combined
with different geological models can provide a measure of
the reliability of capture zone, travel time, and solute-
breakthrough predictions.
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