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The paper deals with numerical simulation techniques for forward and inverse modelling
in multiphase (multicomponent) flow through porous media. The forward simulation software
system MUFTE-UG uses recent discretization techniques and fast solvers. The efficient inte-
gration of optimization strategies for the solution of the inverse problems is demonstrated in
detail and also applied to practical numerical examples.
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1. Introduction

On the way from field measurements to the realistic model for heterogeneous
porous media, which helps in development and optimization of ground water man-
agement and remediation techniques, inverse modeling plays an important role. The
questions arising therein are of interdisciplinary nature, stemming from hydrodynamic
modeling and numerical mathematics. The modeling of flow and transport processes
in porous media is described by a system of partial differential equations which can be
discretized and solved efficiently by the use of multigrid methods. In case of inverse
modeling, the parameters (e.g., permeability, porosity or diffusion coefficient), which
in many cases depend on space coordinates, are to be determined on the basis of field
measurements.

In this paper, we explain the numerical methods for inverse modeling which have
recently been developed for non-stationary multiphase systems. It has been possible
to integrate the optimization software into the simulation tool MUFTE-UG [20]. The
applicability of the method is tested and validated by using practical experimental data
from VEGAS, University of Stuttgart. It is shown that hysteresis effects play an impor-
tant role in multiphase flow and transport processes, which so far have not been taken
into account in our numerical model. This will be our future direction of research.
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The paper is organized as follows: We discuss the software tool MUFTE-UG in
the next section. In section 3, we discuss the general physical and mathematical model
for multiphase flow through porous media and the discretization method of the model
equations in the subsequent section. In section 5, we describe in detail the parameter
identification technique. In section 6, we discuss the results obtained by using this tech-
nique for both isothermal as well as non-isothermal multiphase flow. Our conclusions
are drawn in section 7.

2. The software system MUFTE_UG

New discretization techniques and fast solvers for the simulation of multiphase–
multicomponent flow in porous and highly heterogeneous media are being developed
by interdisciplinary teams at the Institute of Hydraulic Research (IWS), University of
Stuttgart, and at the Technical Simulation Group of the Interdisciplinary Center for Sci-
entific Computing, University of Heidelberg (IWR). The platform for this work is the nu-
merical simulation program MUFTE_UG, which combines the physical procedure and
the discretization techniques of the program system MUFTE (Multiphase Flow, Trans-
port and Energy Model, IWS) with the solvers and multigrid techniques of the program
system UG (Unstructured Grids, IWR) (see figure 1). In MUFTE_UG [20], all modules
are made available in such a way that they can be combined easily. A good overview
of the available isothermal and nonisothermal MUFTE modules in combination with the
solution and discretization techniques offered in UG can be found, for example, in [3,10].

3. Physical–mathematical model

The mathematical formulation of a multiphase flow and transport system in a
porous medium requires a system of equations that is capable to describe the relevant

Figure 1. MUFTE_UG as a joint venture between IWS and IWR [20].
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physical processes appropriately. Depending on a given problem, as a preliminary step
one has to build up a conceptual model which must reproduce the essential characteris-
tic properties of the system behavior. A major distinction is made between multiphase
systems and multiphase multicomponent systems. A multiphase system consists of two
or more fluid phases. In the case of a multiphase multicomponent system, the phases
may be composed of several components and the components may exchange from one
phase into another. Such mass transfer processes are, for example, evaporation, con-
densation, dissolution, and degassing. These are coupled with an exchange of thermal
energy between the phases. Thus, an energy balance is necessary in order to take that
into account. In the following, we will first present the general form of the multiphase
flow differential equation. On the basis of that, we describe the equations and properties
of an isothermal two-phase system and afterwards extend this to a nonisothermal two-
phase two-component water–gas model concept. Then, we introduce the constitutive
relationships and closure relations.

3.1. General form of the multiphase flow equations

In the Eulerian approach, the continuity equation for multiphase flow in porous
media for a phase α is given by∫

G

[
∂(φSα�α)

∂t
+ ∇ · (�αvα)

]
dG = 0. (3.1)

Here, φ stands for the porosity, Sα for the saturation, and �α for the mass density,
where the index α identifies the respective fluid phase. vα is the flow velocity of phase α

averaged over the cross section of the porous medium. Note that this is not the mean
velocity va,α of the water molecules, since the latter is related to the Darcy velocity by

vα = va,αφ. (3.2)

Darcy’s law for single phase flow is

v = −K
µ

· (∇p − �g), (3.3)

where p is the phase pressure, K the intrinsic permeability tensor of the porous medium,
µ the dynamic viscosity of the fluid, and g the vector of gravitational acceleration. For
a multiphase system, the Darcy law (equation (3.3)) can be extended by considering
the relative permeability krα of the phases, e.g., [19], such that the Darcy velocity for a
phase α is obtained by

vα = −krα

µα

K · (∇pα − �αg). (3.4)

The term krα/µα is commonly called the mobility λα of phase α.
By using Darcy’s law as a reduced form of the momentum equation in porous me-

dia, it is possible to decouple the calculation of the phase velocities from the continuity
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equation. Inserting equation (3.4) into equation (3.1), adding a source/sink term qα for
phase α, and writing in differential form yields the general form of the multiphase flow
equation:

∂(φSα�α)

∂t
− ∇ · (�αλαK · (∇pα − �αg)

)− �αqα = 0. (3.5)

3.1.1. Two-phase flow
Now, we consider a two-phase system. The fluid phase, which has the higher

affinity to the porous medium, is the wetting phase w, the second phase is the non-
wetting phase n. We always have water as the wetting and gas as the non-wetting phase.
Then, equation (3.5) represents a system of two coupled differential equations, which is
completed by ∑

α

Sα = 1, (3.6)

the linkage of the phase pressures via the capillary pressure pc

pc = pn − pw = f (S), (3.7)

and additional state relations for the density �(p), for example, Ideal Gas law, viscos-
ity µ(p) and relative permeability kr(S). The system exhibits a high degree of non-
linearity, mainly caused by the nonlinear dependence of the capillary pressure and the
relative permeability on the saturation. This is reinforced by a strong variation of these
constitutive relationships due to heterogeneities.

Pressure-saturation formulation. The choice of the primary variables can be made in
different ways. The method we use here is the pressure-saturation formulation. The two
unknowns are the pressure of the wetting phase pw and the saturation of the non-wetting
phase Sn, respectively vice versa pn and Sw. The following reformulations should be
made for terms from equation (3.5):

∇pn = ∇(pw + pc), (3.8)
∂Sw

∂t
= ∂

∂t
(1 − Sn) = −∂Sn

∂t
. (3.9)

Then, we get for the wetting phase (water)

−φ�w

∂Sn

∂t
− ∇ · (�wλwK · (∇pw − �wg)

) − �wqw = 0, (3.10)

and for the non-wetting phase (gas or NAPL)

φ
∂(�nSn)

∂t
− ∇ · (�nλnK · (∇pw + ∇pc − �ng)

)− �nqn = 0. (3.11)

Note that we take the porosity φ out of the time derivative term since we assume it to
be constant. We do the same with the wetting phase density �w due to the assumption
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of water being incompressible. If the non-wetting phase is a gaseous phase, we have to
consider a density varying with pressure.

Some alternatives exist to the pressure-saturation formulation, for an overview see,
e.g., [19]. One of them is the pressure formulation with both phase pressures as un-
knowns. This formulation takes advantage of the monotonic behavior of the capillary
pressure as a function of saturation, which is the precondition for the existence of an
inverse function S = g(pc). However, the disadvantage of the pressure formulation ap-
pears when the gradient of the capillary pressure becomes small dpc/dS ≈ 0. As will be
shown later, this case normally occurs for high water saturations. For two incompressible
fluids, it is also possible to use the fractional flow formulation [19].

3.1.2. Nonisothermal water–gas systems
In the following we extend the isothermal two-phase flow model to a nonisothermal

water–gas system containing the phases water and gas (phase α ∈ {w, g})1 as well as the
components water and air 2 (denoted by the superscripts wa respectively ai, component
K ∈ {wa, ai}). A more detailed presentation of the nonisothermal model concept im-
plemented in the program system MUFTE_UG [20] is given by Class et al. (2002) [10]
and Class (2001) [9].

The system of equations includes two mass balances, one for each component, and
a single energy balance. Note that we assume local thermal equilibrium. Chemical or
biological effects are not considered. The pressure and temperature ranges for which the
model concept is designed are ≈ 1–5 bar and ≈ 0–200◦C.

We formulate the balance equations for each mass component by multiplying the
terms in equation (3.5) with the corresponding mole fractions of the components in the
phases and by summing up over the phases. Note that we additionally consider a diffu-
sive flux term in the gas phase. Furthermore, the balance equations are molar, which is
why we distinguish between the molar density �mol,α and the mass density �mass,α .

Mass balances:

φ
∂(
∑

α �mol,αx
K
α Sα)

∂t
−
∑

α

∇ ·
{

krα

µα

�mol,αx
K
α K(∇pα − �mass,αg)

}
−∇ · {Dpm�mol,g∇xK

g

}− qK = 0, K ∈ {w, a}, α ∈ {w, g}. (3.12)

The diffusion coefficient DK
pm is obtained by

Dpm = τφSgD
aw
g , (3.13)

where τ is the tortuosity of the porous medium and Daw
g the binary diffusion coefficient

of air/steam.

1 We overload subscript w with both meanings water and wetting phase, as in our context the wetting phase
is always water.

2 We are well aware that air consists of several components. However, we neglect this for the sake of
simplicity.
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Thermal energy:

φ
∂(
∑

α �mass,αuαSα)

∂t
+ (1 − φ)

∂�scsT

∂t
− ∇ · (λpm∇T )

−
∑

α

∇ ·
{

krα

µα

�mass,αhαK(∇pα − �mass,αg)

}
−
∑
K

∇ · {Dpm�mol,gh
K
g MK∇xK

g

}− qh = 0, K ∈ {w, a}, α ∈ {w, g}. (3.14)

cs is the specific heat capacity of the soil grains. uα and hα denote the specific inter-
nal energy, respectively enthalpy of the phases. λpm represents the heat conductivity
averaged over the whole fluid-filled porous medium.

Mass/energy transfer and local phase state. The nonisothermal systems that we typ-
ically investigate are characterized by the possibility of mass transfer and phase ap-
pearance/disappearance due to mass transfer processes like evaporation, condensation,
dissolution, and degassing.

This is sketched in figure 2. In particular, condensation and evaporation are coupled
with a strong exchange of thermal energy. When a phase appears or disappears locally,
the number and the combination of the fluid phases being present at that point change.
Therefore, we introduce the term phase state. In a water–gas system, there are three
possible phase states (see table 1). The ratios of the components K in the fluid phases α

are expressed by mole fractions xK
α . The mole fraction of dissolved air in the water phase

is very small and can be described by Henry’s law. The mole fraction of steam in the gas
phase is determined by the saturation vapor pressure, which is a function of temperature.
Note that this works only as long as water is also present as a liquid phase. If the water
phase is not there or has disappeared, for example, due to evaporation, the mole fraction
of steam in the gas phase xwa

g is an independent variable. In such a case, we choose xwa
g

to be one of the primary variables.
We can see that the set of three primary variables for the three equations is not

constant and depends on the local phase state. Table 1 lists the possible phase states

Figure 2. Phases, components, and transfer processes of mass and energy between the fluid phases (modified
according to [9]).
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Table 1
Phase states and corresponding set

of primary variables.

Phase state Primary variables

both phases Sw , pg , T

gas phase xwa
g , pg , T

water phase xai
w , pg , T

and the corresponding primary variables. Note, that we use pg as a primary variable
for all phase states, also for the state “water phase”, although pg is not a physically
defined parameter here. We can do so by interpreting pg as the total pressure of the
system which is coupled to pw via the capillary pressure-saturation function. Changes
of the local phase states, i.e., the appearance or disappearance of fluid phases, must be
recognized by the model. This requires the formulation of an algorithm providing criteria
for the indication of a phase state change. Phase disappearance is simply indicated by
negative values of the corresponding saturations. An appearance of the phases requires
a distinction in the algorithm between the case when liquid water appears and the case
when the gas phase appears. Water appears when the partial pressure of steam in the gas
phase exceeds the saturation vapor pressure

pwa
g = xwa

g pg > pwa
sat (T ). (3.15)

Gas appears as a phase when the sum of the (hypothetical) vapor pressures exceeds the
total pressure given by pg, which in this case is also a hypothetical gas phase pressure

Hai
w xai

w + pwa
sat > pg, (3.16)

where Hai
w is Henry’s constant for the dissolution of air in water.

3.2. Constitutive relationships

For the closure of the multiphase flow equations, a set of constitutive relationships
is required in order to describe the secondary variables which are on dependent on the
primary variables. We can distinguish between constitutive relations which describe the
fluid properties, and those which quantify the interaction between the phases and the
porous medium.

For the density, we can formulate the total differential as

d� = �βp dp + �βT dT (3.17)

with the isothermal compressibility coefficient βp = (1/�)∂�/∂p and the isobaric vol-
ume expansion coefficient βT = (1/�)∂�/∂T . Further, the water (w) phase is assumed
to be incompressible, such that βpw

= 0. For a gaseous phase (g) like air, we can
calculate the density by assuming validity of the Ideal Gas law:

�g = pg

RgT
, (3.18)
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where Rg is the individual gas constant obtained from

Rg = Ru

Mg

, (3.19)

with Ru = 8.314 J/(mole K) being the universal gas constant and the molecular
weight Mg . For air, the gas constant is Rair ≈ 287 J/(kg K).

The viscosity for all phases is mainly dependent on temperature. Thus, we use
constant viscosities for the isothermal case. Several approaches can be found in the
literature which consider temperature dependence. We use the relations given by [22].

For nonisothermal systems, we have to determine caloric state variables for the en-
ergy balance. The specific internal energy uα represents the total energy of the molecules
of phase α per unit mass. The specific enthalpy hα is related with uα by

hα = uα + pα

�mass,α
. (3.20)

For the water phase, the term pw/�mass,w can be neglected compared to uw and we ap-
proximate uw ≈ hw. However, this term must be considered for the gas phase due its
lower density. Values for the specific enthalpy and internal energy depend both on pres-
sure and temperature and can be taken, for example, from the International Formulation
Committee (1967) [22].

Up to now, we have discussed some properties of the fluid phases. Numerous val-
ues and functions describing them rather accurately can be found in the literature. The
correct description of the interaction between fluid phases and the porous medium plays
a key role in the description of the relationships for the capillary pressure and the relative
permeabilities dependent on the phase saturations.

In recent years, a number of approaches has been developed for the description
of the capillary pressure-saturation behavior of two fluid phases in a porous medium.
Among the most well known approaches are those of Brooks and Corey (1964) [5] and
of van Genuchten (1980) [41]. Both use parameterized functionals, which, however,
differ characteristically if the wetting phase saturation approaches one (Sw → 1). The
Brooks–Corey (BC) approach is formulated as

pc = pdS
−1/λ
e (3.21)

and the van Genuchten (VG) approach as

pc = 1

α

(
S−1/m

e − 1
)1/n

(3.22)

with

Se = Sw − Sw,r

1 − Sw,r

(3.23)

and

m = 1 − 1

n
. (3.24)
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Sw,r is the residual wetting phase saturation and Se the effective saturation of the wetting
phase. pd, λ, α, and n are parameters, which can be determined by curve fitting to
experimental data. Lenhard et al. (1989) [25] give a correlation between the BC (pd, λ)

and the VG (α,m, n) parameters.
There exist also numerous functions for the description of the relative permeability-

saturation behavior. Again, among the most well-known are the Brooks–Corey and the
van Genuchten approach, which can be derived from the corresponding capillary pres-
sure functions by using pore network, respectively capillary tube, models according to
Burdine (1953) [6] and Mualem (1976) [29]. The BC functions for the wetting and the
non-wetting phases yield

kr,w = S(2+3λ)/λ
e , (3.25)

kr,n = (1 − Se)
2
(
1 − S(2+λ)/λ

e

)
, (3.26)

and the VG functions

kr,w =√Se

[
1 − (1 − S1/m

e

)m]2
, (3.27)

kr,n = (1 − Se)
1/3
[
1 − S1/m

e

]2m
. (3.28)

4. Discretization

The forward problem is solved using the numerical simulator MUFTE-UG, where
a vertex centered finite volume element method with fully implicit time discretization
on unstructured meshes has been implemented [2,3,12]. In this method, the polyhedral
domain � is divided into meshes Eh = {e1, e2, . . . , ek} consisting of elements ei with
mesh width h. The set of vertices is denoted by V = {ν1, ν2, . . . , νn}, the location of
vertex νi is xi and the barycentre of element ek is xk. Furthermore, V (k) denotes the
set of all indices i where νi is a corner of the element ek and conversely E(i) is the set
of all indices k such that i ∈ V (k). The secondary or dual mesh is constructed on the
basis of Eh by connecting the element barycentres to the edge midpoints (figure 3). The

Figure 3. Control volume.
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secondary mesh Bh = {b1, b2, . . . , bn} consists of polyhedral regions bi called boxes or
control volumes. Vh is the space of lowest order conforming finite element functions or
‘hat’-functions {ξi} associated with Eh and Wh is the space of test functions which are
the characteristic functions {χi} of the control volumes Bh. Thus for any uh ∈ Vh and
wh ∈ Wh one has uh =∑i∈E(i) uiξi(x) and wh =∑i∈E(i) wiχi(x) with ui = uh(xi) and
wi = wh(xi ). Every finite element function uh ∈ Vh is identified with a vector u ∈ R

N

by a mapping Ih : R
N → Vh in the usual way: Ih(u) = uh.

This semidiscrete formulation will lead to a system of ODEs. That is, for
0 < t < T ∗ one has to find the vectors pg(t), Sw(t), T(t) such that for α = g,w, e:

d

dt
Mα(pg, Sw, T) + Aα(pg, Sw, T) + Qα(t, pg, Sw, T) = 0. (4.1)

The vector Mα represents the accumulation term, Aα the flux term and Qα the
source/sink and boundary flux terms. This system can be formally rewritten as

(
Mgg Mgw Mge

Mwg Mww Mwe

Meg Mew Mee

)
∂pg

∂t
∂Sw

∂t
∂T
∂t

+
( Ag(pg, Sw, T) + Qg(t, pg, Sw, T)

Aw(pg, Sw, T) + Qw(t, pg, Sw, T)

Ae(pg, Sw, T) + Qe(t, pg, Sw, T)

)
= 0, (4.2)

with the (solution-dependent) submatrices given by

(Mαg)ij = ∂Mαg,i

∂pg,j

, (Mαw)ij = ∂Mαw,i

∂Sw,j

, (Mαe)ij = ∂Mαe,i

∂Tj

.

In the case of isothermal two-phase flow, the variable T (temperature) will not
appear and the submatrices will have dimension 2 × 2.

5. The parameter estimation problem

As we can see above, the governing partial differential equations or the constitu-
tive relationships involve parameters representing the properties of fluids, the media or
their interactions. In practical situations these parameters cannot be measured directly.
Rather, they are to be determined from a set of observation data. Two types of methods
have been reported, namely, direct and indirect methods (cf., e.g., [24]). In the direct
methods, the parameters are determined by inverting the governing equations with sim-
plified initial and boundary conditions using analytical or semi-analytical methods. This
method has various limitations and cannot be applied to field-scale models. Indirect
methods, on the other hand, are quite flexible and can be applied to practical problems.
Our parameter identification technique is one of the indirect methods. In this technique,
the direct problem is posed for prescribed but arbitrary initial and boundary conditions
which can be solved by any appropriate analytical or numerical technique. The constitu-
tive relationships intended to be applied are parametrized based on a-priori knowledge,
and coefficients are determined by means of an optimization algorithm that extremizes
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some objective function. The drawback of this method is that it cannot determine the
specific form of the constitutive relationships and one has to presume some formulation
of these relationships which holds to a sufficient degree of approximation. Many inverse
problems are ill-posed which is characterized by non-uniqueness and instability [42],
and this causes uncertainty of the determined parameters. This method also has the ad-
vantage that it is possible to obtain information concerning the parameter uncertainty
from the estimation analysis.

The basic methodology explained here can be applied to a general parameter iden-
tification in nonstationary multiphase models. The current inverse modeling methodol-
ogy is dominated by approaches which can be characterized by treating the multiphase
simulation solver routine in the form of a black box, which just matches the unknown
parameters (to be estimated) via a nonlinear process to an output least squares func-
tional. This is the case, e.g., for ITOUGH/ITOUGH2 [15] and also in [8,23]. From
the point of view of boundary value problems for nonstationary processes, this can be
seen as a single shooting approach to the parameter identification problem, which, on
the other hand, shares more properties with boundary value problems than pure initial
value problems. As it is known that single shooting reveals instabilities for boundary
value problems in ODE, a similar behavior has been observed with these black box ap-
proaches. Here, we use a multiple shooting approach similar to [36]. The multiple shoot-
ing by itself leads to a more robust solution behavior than a single shooting approach.
The overall multiphase system solution technology is taken from the code MUFTE-UG
(see above), which is enhanced by a multiple-shooting framework and computation of
necessary derivatives.

5.1. Least-squares formulation

In order to perform a maximum likelihood estimation with respect to the output
errors in measured data Zij of functions φij of the variables Sw, pg , and T , we formulate
a pointwise weighted least squares function to be minimized,

min
1

2

∑
i,j

(φij (pg, Sw, T , β) − Zij )
2

σ 2
ij

. (5.1)

Here, Zij are measurements of the saturation of water taken at the j th measurement
time (t̂j ) and the ith measurement position in space (x̂i). The measurement errors are
assumed to be independently normally distributed with expectation 0 and standard de-
viation σi,j . This objective functional is subject to the conditions that the ODE (4.2)
together with the suitable initial and boundary conditions are solved over the time hori-
zon [0, T ∗] � {t̂j }j . The vector β collects the unknown parameters to be estimated.

5.2. The multiple shooting parameter estimation approach

We subdivide the time interval under consideration, (0, T ∗) into subintervals with
the grid points 0 = τ0 < τ1 < τ2 < · · · < τm = T ∗, where in general the nodes {τj } are
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independent from the measurement points in time. However, they typically include a
subset of the measurement points and points with multipoint conditions {tj }, if there
exists any. For ease of presentation, however, we let the measurement time-grid coincide
with the multiple shooting time-grid, since the necessary generalizations are obvious.
At these nodes, the initial values of the state or differential variables Sj , pj and Tj are
introduced as unknowns in addition to the parameter vector β. In a standard multiple
shooting formulation, these additional degrees of freedom are constrained by explicitly
formulating continuity equations for the state variables. Thus, we arrive at the (time-)
discretized least-squares problem

min
{pj ,Sj ,Tj }j ,β

1

2

∑
i,j

(φij (pj , Sj , Tj , β) − Zij )
2

σ 2
ij

(5.2)

subject to the continuity conditions

pj+1 − pg(τj+1;pj , Sj , Tj , β) = 0,

Sj+1 − Sw(τj+1;pj , Sj , Tj , β) = 0, (5.3)

Tj+1 − T (τj+1;pj , Sj , Tj , β) = 0,

for j = 0, 1, . . . , m − 1 and where pg(τj+1;pj , Sj , Tj , β), Sw(τj+1;pj , Sj , Tj , β),
T (τj+1;pj , Sj , Tj , β) denote the solution at time τj+1 of the multiphase ODE (4.2)
with its initial and boundary conditions together with the additional initial conditions
Sw(τj ) = Sj , pg(τj ) = pj and T (τj ) = Tj .

In case of isothermal two phase flow, we only have the continuity condition for
the variable saturation. The semidiscretization of equations (3.10) and (3.11) leads to a
semi-explicit DAE where Sw is the differential variable and pn is the algebraic variable.
Otherwise the treatment remains the same.

5.3. A reduced generalized Gauss–Newton approach

An efficient numerical solution technique for the discretized parameter identifica-
tion problem described in the previous section is the application of generalized Gauss–
Newton methods as introduced in [4]. Increments to be added in each iteration are com-
puted by solving the linearized constrained least squares problem

min
{pj ,Sj ,Tj }j ,β

1

2

N∑
i=1

m∑
j=0

φij (pj , Sj , Tj , β) − Zij +
(

∂φij

∂pj

∂φij

∂Sj

∂φij

∂Tj

∂φij

∂β

)

×


pj

Sj

Tj

β




2/
σ 2

ij (5.4)
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subject to

G
pp

j pj + G
ps

j Sj + G
pT

j Tj − pj+1 + G
pβ

j β = d
p

j+1,

G
sp

j pj + Gss
j Sj + GsT

j Tj − Sj+1 + G
sβ

j β = ds
j+1, (5.5)

G
Tp

j pj + GT s
j Sj + GT T

j Tj − Tj+1 + G
Tβ

j β = dT
j+1,

for (j = 0, 1, 2, . . . , m), where m is the number of shooting intervals, N is the number
of measurements, G

pp

j , G
ps

j , etc. are the Wronskians which, for example, are given by

G
sp

j = ∂Sw(τj+1;pj , Sj , Tj , β)

∂pj

, Gss
j = ∂Sw(τj+1;pj , Sj , Tj , β)

∂Sj

,

GsT
j = ∂Sw(τj+1;pj , Sj , Tj , β)

∂Tj

, G
sβ

j = ∂Sw(τj+1;Sj , β)

∂β
, etc.

Equation (5.5) results from (5.3) due to the fact that the continuity conditions are not
satisfied exactly at each of the shooting nodes during the iteration procedure. The Wron-
skians Gkl

j and G
kβ

j (k, l ∈ {s, p, T }) cannot be computed practically or even stored in
the case of PDE. In order to avoid that, we apply a reduction technique, which has first
been proposed in [31]. For the application to our case, we rewrite (5.5) as(

Gj G
β

j

) ( j

β

)
− j+1 = dj+1, (5.6)

where the block matrices and the vectors are given as

Gj =
G

pp

j G
pT

j G
pT

j

G
sp

j Gss
j GsT

j

G
Tp

j GT s
j GT T

j

 , G
β

j =
G

pβ

j

G
sβ

j

G
Tβ

j

 , j =
(

pj

Sj

Tj

)
, dj =

 d
p

j

ds
j

dT
j

 .

Then we can solve (5.6) for j+1 in recursion as

j+1 = −
j+1∑
l=1

(
j∏

i=l

Gi

)
dl +
{

j+1∑
l=1

(
j∏

i=l

Gi

)
G

β

l−1

}
β +

j∏
i=0

Gi0. (5.7)

Since we assume to have full information on the initial data, we know 0 = 0, so that it
can be neglected in the followng. Now the linear quadratic problem can be reformulated
as an unconstrained quadratic problem,

min
β

1

2

[
N∑

i=1

m∑
j=0

{
φij (pj , Sj , Tj , β) − Zij −

(
∂φij

∂pj

∂φij

∂Sj

∂φij

∂Tj

)
gs

j

+
((

∂φij

∂pj

∂φij

∂Sj

∂φij

∂Tj

)
g

β

j + ∂φij

∂β

)
β

}2
]
, (5.8)



34 S.B. Hazra et al. / Forward and inverse problems of multiphase flow

where

gs
j =

j∑
l=1

(
j∏

k=l

Gk

)
dl, (5.9)

g
β

j =
j∑

l=1

(
j∏

k=l

Gk

)
G

β

l−1. (5.10)

The vector gs
j and the matrix g

β

j can be computed simultaneously to the solution of the
forward multiple shooting sweep in each nonlinear iteration. This QP is solved for the
parameter vector increment β. The Levenberg–Marquardt technique [26,28] has been
used for the solution of the QP. Afterwards, the increments can be obtained from the
recursion

j+1 = Gjj + G
β

j β − dj+1.

These increments are then scaled by a line-search parameter and added to the current
iterate.

5.4. Computation of derivatives

For the solution of the linear quadratic subproblems of the previous section, we
need the matrix–vector products with the Wronskians Gj,G

β

j . These can be carried
out “on the fly” (internal numerical differentiation [4,36]) by solving linear systems of
equations with the same linear solver which is used for the integration of the ODE. The
differentiation of the ODE (4.2) with respect to pg, Sw, and T leads to the same ma-
trix which is used in the formulation of linear systems resulting from the application of
a Newton method to the implicit equation defined by, e.g., an implicit Euler method.
Therefore, the necessary computations to be carried out in each integration step for the
computation of Gj,G

β

j are dim(β) additional solutions of linear systems after each com-
pleted nonlinear Newton step, with the same matrix as has been used in the last Newton
step, and with the same linear solver (here a multigrid solver), for details see [17,18].

6. Numerical results and discussion

6.1. Two-phase flow (isothermal case)

We consider the McWhorter problem (cf. [19, p. 258]) in the domain � = [0, 2.6] ×
[0, 1.0] and the time interval (0, 1000 [s]) as a test case for the verification of our algo-
rithm. This problem deals with the computation of the instationary displacement process
of oil by water, taking into account the capillary effects in a one-dimensional horizontal
system (figure 4). The fluid and solid matrix properties, constitutive relationships and
simulation parameters are given as follows.
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Figure 4. McWhorter problem (cf. [19]).

Table 2
Fluid and solid matrix properties and constitutive relationships.

Water Oil

(1) fluid properties
density 1000 [kg/m3] 1000 [kg/m3]
dyn. viscosity 0.001 [kg/(ms)] 0.001 [kg/(ms)]

(2) solid matrix properties
and constitutive relationships
abs. permeability k [m2] a · 10−10

a: to be estimated
porosity φ [–] 0.30
pore size distr. index λ [–] to be estimated
entry pressure pd [Pa] 5000
residual saturation sαr 0.00 0.00
rel. permeability kr(Sw) [–] Brooks–Corey model
capillary pressure pc(Sw) [Pa] Brooks–Corey model

• Boundary conditions: water saturation Sw = 1.0 [–], oil pressure pn = 2 · 105 [Pa] at
x = 0,

ραvα · η = 0 at y = 0 [m], y = 1.0 [m] and x = 2.6 [m].
• Initial condition: water saturation Sw(x, 0) = 0.01 [–] for x ∈ �.

We identify the parameter λ, in the Brooks–Corey relationship for capillary pres-
sure and relative permeabilities, as discussed in section 3.2, and a, the scaling factor in
the absolute permeability. Since we do not have actual experimental or measurement
data for this type of problem, we have used the “artificial” data. That is, the capillary
pressure values obtained by the numerical computation using λ = 2 and a = 1 have
been used as measurement values for this case. These values of parameters were used in
the numerical computations in [19] for a comparison with quasi-analytic solutions. Five
such measurement points (marked in black in figure 4) and three shooting intervals are
used for the computation at times 3.75 [s] and 31.15 [s]. All the measurement points
are taken within the region between the boundary at x = 0 and the “free boundary”
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Table 3
Stability of solution for the estimation of λ and a.

Data set # iter. Value of λ Value of a

actual data 7 2.000 ± 0 0.999 ± 0
data with 5% error 7 1.987 ± 0.014 0.973 ± 0.030
data with 10% error 7 1.979 ± 0.027 0.979 ± 0.055

(which moves with time) at time 31.15 [s]. We use the MUFTE-UG [20] software tool
for solving the above mentioned set of partial differential equations on a grid with 1305
grid points. The least-squares problem is solved using reduced Gauss–Newton tech-
nique, which is incorporated in MUFTE-UG. Each iteration of the multiple-shooting
takes about 2 seconds of CPU time for the above grid size on an SGI machine. The
iterations are stopped when ‖(λ,a)‖2 < 10−3.

The solution is independent of the initial guess of the saturation. Table 3 presents
the results of the computation by using the actual measurements and measurements with
a random error of 5 and 10% with starting values of λ = 1.6 and a = 0.5. As we can
see, the change in the final value of the parameters (λ, a) is approximately (0.7%, 2.7%)

and (1.05%, 2.1%), respectively. Figure 5 presents the results of the saturations of two
shooting intervals in different iterations. The defects in the computations are initially
large and are reduced in the subsequent iterations, as expected. As we have already
mentioned, it is possible to determine the “measure of goodness” of the parameters or
the parameter uncertainty by this method. Since the term(

∂φij

∂Sj

g
β

j + ∂φij

∂β

)
in (5.8) is computed in each iteration, all information necessary for the computation of
linearized variances and covariances for the parameters are available if the parameter
identification algorithm is converged (and therefore dj = 0, ∀j). If a parameter Pi lies
in the interval Pi ∈ (P̂i − δi, P̂i + δi), then δi is determined by using the formula (for
details, see [4])

δi = ‖F1‖2

(
σii

l1

l2
F1−α(l1, l2)

)1/2

, (6.1)

where ‖F1‖2 is the 2-norm of the linearized objective function, l1 is the number of pa-
rameters, l2 = dimF1 − l1, σii is the variance of the parameter Pi , and F1−α is the
(1 − α)-quantile of the F -distribution. Based on this, we compute 95% confidence in-
tervals and display them in table 3, as well.

6.2. Non-isothermal case

6.2.1. Experimental setup
For the parameter identification in highly coupled flow and transport processes

linked with heat and mass transfer between the phases, the one-dimensional experiments
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Figure 5. Saturation of non-wetting phase at different iterations.

are most practical. We have applied our method to one of these experiments for the sim-
ulation and identification. The experiment was carried out in a vertically positioned,
sand filled column in the VEGAS research facility at the University of Stuttgart, Ger-
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Figure 6. Experimental setup (according to [9]).

many. The motivation for this experiment was to carry out an experimental program
in order to find criteria for the optimization of thermally enhanced soil vapor extrac-
tion as an efficient technology for the remediation of NAPL-contaminated unsaturated
soils. Small-scale laboratory experiments represent an important part of the experimen-
tal program for the investigation of the thermodynamical and hydraulic processes and for
the quantification and identification of the dominating processes. The one-dimensional
setup of the column experiment facilitates the understanding of the complex coupled
processes. In the one-dimensional case, the heat flow is less sensitive to heterogeneities
on the microscale, while relative permeability and capillary pressure have a stronger in-
fluence on the overall flow. The phase saturation of the water phase was measured by
the principle of gamma absorption. The detailed description of the experiments (shown
in figure 6) are given in [13].

6.2.2. Constitutive relationships and initial/boundary conditions
The mathematical relationship between capillary pressure and saturation in the

sand is used which is according to Van Genuchten [41], as discussed in section 3.2,
since this produces a good fit to the capillary pressure-saturation measurement data for
the coarse sand (cf. [21]). The fluid and solid matrix properties are used as given in
table 4. The initial temperature for the experiment was 20◦C. The steam flow was in-
jected at z = 296 mm with a Neumann-boundary condition. Temperature, pressure, and
saturation of the gas phase were fixed to a constant value (Dirichlet-boundary condition).

We have identified the parameter n in the van Genuchten relationship for capillary
pressure and relative permeabilities, and a, the scaling factor in the absolute perme-
ability. We have used the MUFTE_UG [20] software tool for solving the above men-
tioned set of partial differential equations. The least-squares problem is solved by the
reduced Gauss–Newton technique, which is incorporated in MUFTE-UG. The iterations
are stopped when ‖gradient‖2 < 10−4.
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Table 4
Fluid and solid matrix properties and constitutive relationships.

(1) fluid properties (water)
density 1000 [kg/m3]
dyn. viscosity 0.001 [kg/(ms)]

(2) solid matrix properties (sand)
density ρs 2650 [kg/m3]
abs. permeability k a · 10−10 m2

a: to be estimated
porosity φ 0.3678
residual saturation water Swr 0.1
residual saturation air Sgr 0.05
heat capacity Cs 840 [J/(kg K)]

heat conductivity λ
Sw=0
pm 0.35 [J/(s m K)]

heat conductivity λ
Sw=1
pm 1.8 [J/(s m K)]

van Genuchten parameter 1/α 663.13 [/Pa]
van Genuchten parameter n to be estimated

Table 5
Stability of the solution for the estimation of n and a.

Data set # iter. Value of n Value of a

actual data 17 4.000 ± 0 1.000 ± 0
data with 5% error 17 3.9747 ± 0.0007 1.0293 ± 0.0008
data with 10% error 17 3.9648 ± 0.0014 1.0414 ± 0.0016

6.2.3. Use of synthetic data
In order to avoid the ambiguity due to uncertainty in the experimental data that

might affect the numerical model, we use synthetic data generated by using fixed val-
ues of the parameters n = 4.0 and a = 1.0 for the verification of the model. 54 of
such data from four shooting intervals at times τ = {766, 1534, 2238} are used. After-
wards, a random error of 5 and 10% is added to these data and used in the subsequent
runs. The results for the initial guess of the parameters (n = 3.75, a = 0.75) are dis-
played in table 5. The change in the final parameter (n, a) values is (0.63%, 2.93%) and
(0.88%, 4.14%), respectively.

6.2.4. Use of experiment: steam injection into wet coarse sand from the top
This experiment has a constant mass flow injection of 0.18 kg/h steam with a

quality of ≈90%. 43 measurements of water saturation from four positions in space,
e.g., z = {200, 180, 150, 130} mm and at different times t ∈ [830, 1600] seconds have
been used in the four shooting intervals at times τ = {1023, 1231, 1599} seconds. The
initial distribution of saturation used in the experiment and in the numerical computation
is shown in figure 7. The saturation at the upper part of the column indicates a nearly
residual saturation, while there is still a storage capacity of approximately 40% to 70%
in the bottom region (z = 30 mm).
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Figure 7. Initial saturation of water.

Table 6
Stability of solution for the estimation of n and a.

No. of exp. Parameter Initial guess Estimated value

1 n 4.0 3.264817 ± 0.005329
a 0.5 0.544405 ± 0.005059

2 n 3.5 3.264943 ± 0.005329
a 0.75 0.544321 ± 0.005060

3 n 3.0 3.263355 ± 0.005336
a 1.0 0.545413 ± 0.005044

4 n 2.5 3.263370 ± 0.005336
a 0.65 0.545404 ± 0.005044

5 n 3.0 3.262310 ± 0.005341
a 0.25 0.546120 ± 0.005034

We have computed the solutions for five different sets of the initial guesses, in or-
der to show for the parameters that the converged solution does not depend on the initial
guess (some kind of stability of the solution, as the theoretical analysis for this nonlinear
case is beyond consideration). The 95% confidence interval of the estimated parameters
is also computed by using (6.1) based upon the linearized variance and covariance ma-
trix. In all the five cases this is less than (±0.0054) for the parameter n and (±0.0051)

for the parameter a. From the results of the computations displayed in table 6 we can say
that we have achieved relatively stable estimates of the parameters. The cost of compu-
tations is between 30 to 60 direct runs in all the five cases where each direct run requires
about 45 seconds of CPU time on an Intel(R) Xeon(TM) 1700 MHz machine. Figure 8
presents the results of different iterations (for n = 2.5 and a = 0.65) where the water
saturations have been computed at different times. The discontinuities of the solutions
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(a) (b)

(c) (d)

Figure 8. Convergence history at the points Z = 200 mm (a), 180 mm (b), 150 mm (c) and 130 mm (d).
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(a) (b)

(c) (d)

Figure 9. Comparison of computed and used experimental water saturation in the column at Z =
200 mm (a), 180 mm (b), 150 mm (c) and 130 mm (d).
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at the shooting interval represent the values of the defects (di), which are larger during
the beginning of the iterations and become zero when we get to the converged solutions
of the parameter.

Figure 9 presents the comparison of the converged numerical solution with the used
experimental data. As we can see, there is excellent agreement of the solution.

Figure 10 presents the comparison of the converged solution with the additional
experimental data in the downstream (*) at the column height z = 130 mm. As we can
see here, the numerical solution does not match very well towards the downstream (ap-
proximately, after a time of 2000 seconds). This means that the gravity driven drainage
process in the experiment does not match with that of the numerical computation. Sev-
eral reasons are possible for this mismatch. First, we should keep in mind that the
mathematical model uses the same capillary pressure–saturation relationship for both
imbibition and drainage, which is not the case in reality, an effect that is called hys-
teresis. This hypothesis is also offered by similar experiments and inverse computations
described in [9]. Another reason can be that the injection rate is not included in the set
of estimated parameters here. As shown in [9], the rate of mass flow injected into the
sand strongly affects the propagation of the steam/condensation front since it is directly
correlated with the amount of thermal energy required for the heating of the sand. [21]
describe the numerical simulation of the same experiment with a different set of data
without using inverse modeling, but applying a trial-and-error method instead in order
to obtain the best fit between measurements and simulated data. When using an inverse
model with an automatic minimization of the objective function, one must be aware

Figure 10. Comparison of computed and experimental water saturation in the column at Z = 130 mm.
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that the minimization algorithm always focuses on regions with steep fronts (peaks),
because already small deviations between measurements and simulated data will cause
large residuals. This is the reason why the results obtained in this paper are difficult to
compare with those in [21]. Nevertheless, we strongly recommend to include hysteresis
effects into the forward model. Following the arguments given above and considering
that the results of [9] indicate effects of hysteresis although including the injection rate
into the set of estimated parameters, it is likely that the results improve if hysteresis
effects are incorporated in the model.

7. Conclusions

An algorithm has been developed for parameter identification in multiphase flow
through porous media. It employs the reduced Gauss–Newton method to an output least
squares minimization problem in an efficient implementation. Special care has been
taken concerning the proper formulation of continuity conditions and the computation of
derivatives. The numerical studies show that the method is comparatively stable (small
changes in experimental data result in similar changes in the solution).

The numerical results indicate that the modeling concept applied within this work
lacks certain effects which are due to hysteresis. The methodology built up so far gives
reasonable results. It, however, can be improved by incorporating this additional effect,
which has not been part of the program of this work. Here, we would like to add some
comments on hysteresis.

In multiphase systems one can distinguish between two kinds of displacement
processes. A drainage process is given when a non-wetting fluid displaces a wetting
fluid. In the case of imbibition, the wetting fluid displaces the non-wetting fluid. The
curves of the capillary pressure–saturation and relative permeability–saturation relation-
ships differ between a drainage and an imbibition. This phenomenon is called hysteresis.

Different effects on the microscale are responsible for the hysteretic behavior in
porous media multiphase flow, e.g., contact angle, pore geometry (ink-bottle effect),
fluid entrapment, see [38]. In order to consider hysteresis effects on the macroscale,
it is necessary to define the curves shown in figure 11. E.g., the main drainage curve
(MDC) is valid if the porous medium is initially filled with the wetting phase; thus, the
capillary pressure is pc = 0. The non-wetting phase displaces the wetting phase and the
capillary pressure increases with a decreasing wetting-phase saturation along the MDC.
Accordingly, the other curves must be defined and the history of the drainage/imbibition
processes must be monitored. Approaches like that of Parker and Lenhard (1987) [30]
often use a semi-empirical scaling of the capillary pressure curves. They introduce ad-
ditional parameters which must be determined a priori or may be determined by inverse
modeling. For future, we plan to investigate if inverse modeling can be used in order to
determine such effects quantitatively.



S.B. Hazra et al. / Forward and inverse problems of multiphase flow 45

Figure 11. Hysteresis of the capillary pressure–saturation relationship according to [38].
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