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Model-based optimal control of water flooding generally involves multiple reservoir

simulations, which makes it into a time-consuming process. Furthermore, if the optimization

is combined with inversion, i.e., with updating of the reservoir model using production data,

some form of regularization is required to cope with the ill-posedness of the inversion

problem. A potential way to address these issues is through the use of proper orthogonal

decomposition (POD), also known as principal component analysis, KarhunenYLoève

decomposition or the method of empirical orthogonal functions. POD is a model reduction

technique to generate low-order models using Fsnapshots_ from a forward simulation with

the original high-order model. In this work, we addressed the scope to speed up optimization

of water-flooding a heterogeneous reservoir with multiple injectors and producers. We used

an adjoint-based optimal control methodology that requires multiple passes of forward

simulation of the reservoir model and backward simulation of an adjoint system of

equations. We developed a nested approach in which POD was first used to reduce the state

space dimensions of both the forward model and the adjoint system. After obtaining an

optimized injection and production strategy using the reduced-order system, we verified the

results using the original, high-order model. If necessary, we repeated the optimization cycle

using new reduced-order systems based on snapshots from the verification run. We tested

the methodology on a reservoir model with 4050 states (2025 pressures, 2025 saturations)

and an adjoint model of 4050 states (Lagrange multipliers). We obtained reduced-order

models with 20Y100 states only, which produced almost identical optimized flooding

strategies as compared to those obtained using the high-order models. The maximum

achieved reduction in computing time was 35%.
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1. Introduction

With increasing computer capacities, reservoir models have become more

complex and consist of an increasing number of variables (typically in the order of

104Y106). Maximizing hydrocarbon production and minimizing water production of a

reservoir can be done in a smart field with optimal control theory (OCT) [1,3,15,18,20].

Calculating the optimal valve settings using OCT requires several passes of forward

simulation of the reservoir model and backward simulation of an adjoint system of

equations. The time needed to calculate optimized controls increases with the number

of grid blocks and the complexity of the reservoir model. Reduced-order modelling

and reduced-order control may provide an alternative to this [5,9,10,19]. Moreover,

parameters and variables of the model can be updated with history matching. In this

process, output from the real reservoir is compared to output from the model. Using an

optimization strategy, the model parameters are updated, and the discrepancy between

the measured and the simulated output is minimized. A problem with history matching,

however, is the ill-posedness, even if the correct model is assumed. There are usually

many parameter combinations that produce near-identical outputs. Normally, one tries

to overcome this problem by constraining the solution space for the model parameters

through the addition of regularization terms to the objective function. Reduced-order

models may provide an alternative, and in case of closed-loop reservoir management, a

reduced-order model could be used for both flooding optimization and history matching.

Another paper in this special issue describes the use of reduced-order modelling for

history-matching the permeability field [16]. In that paper, the reduction method has

been applied to the parameters (permeabilities) of the model, whereas we will consider

a reduction of the states (pressures and saturations) of the model. Moreover, we will

not address the history-matching problem but will concentrate on flooding optimiza-

tion using proper orthogonal decomposition (POD). POD, also known as principal

component analysis, KarhunenYLoève decomposition or the method of empirical

orthogonal functions, is a frequently used tool for model reduction, but only recently it

has also been used for control applications [6,8,13,14,17]. We will describe a

methodology using nested loops, where the inner iterative loop makes use of a

truncated basis of POD functions to calculate optimized injection and production rates.

After convergence in this loop, we simulate in the outer loop the original, high-order

model with the optimized rates and subsequently adapt the basis and the truncation of

the POD functions. They are used in the next inner loop to calculate new optimized

injection and production rates. We will describe an example in which we applied the

methodology to a two-dimensional, two-phase reservoir model and compared full-

order optimal control with reduced-order optimal control.

2. High-order reservoir model

To generate a reduced-order model with POD, we first need to run a full-order

simulation and produce snapshots. For the full-order model, we use a two-dimen-
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sional, two-phase, black oil, reservoir simulator, developed in-house and written in

MATLAB [7]. We used a five-point finite difference discretization in space and a

semi-implicit discretization in time. Spatial discretization of the original partial

differential equations yields the following state-space ordinary differential equation in

continuous time t:

�x tð Þ ¼ f x tð Þ; u tð Þð Þ ¼ Ac xð Þx tð Þ þ Bc xð Þu tð Þ; ð1Þ

Ac ¼ V x tð Þð ÞW x tð Þð Þ½ ��1
T x tð Þð Þ;Bc ¼W x tð Þð Þ�1; ð2; 3Þ

where x is the state vector containing oil pressures po and water saturations Sw for each

grid block, V is a diagonal mass matrix with entries that are a function of grid block

volume and fluid densities, W is a block diagonal matrix with entries that are primarily

a function of compressibility and porosity, T is a block pentadiagonal matrix

containing the transmissibilities for oil and water and u is the input vector containing

water rates qw at the injectors and liquid rates ql = qo + qw at the producers [2,12]. We

chose not to use a well model, but to use rate-constrained injectors and producers. Ac

and Bc are actually not explicit functions of state but functions of state-dependent

parameters. The closure equations for each grid block are So + Sw = 1 and po j pw =

pcow, where So is the oil saturation, pw is the water pressure and pcow(Sw) is the

capillary pressure. The initial conditions are specified as x(0) = x0. Semi-implicit Euler

discretization by treating the state and input vectors implicitly, but the matrix

coefficients explicitly, can be written as

x k þ 1ð Þ � x kð Þ
�t

¼ Ac x kð Þð Þx k þ 1ð Þ þ Bc x kð Þð Þu kð Þ; ð4Þ

resulting in

x k þ 1ð Þ ¼ fd x kð Þ;u k þ 1ð Þð Þ ¼ Ad x kð Þð Þx kð Þ þ Bd x kð Þð Þu kð Þ; ð5Þ

where k is the discrete time and where the time step-dependent matrices Ad and Bd

have now been defined as

Ad x kð Þð Þ ¼ I��tAc x kð Þð Þ½ ��1; Bd x kð Þð Þ ¼ �tAd x kð Þð ÞBc x kð Þð Þ: ð6; 7Þ

In our numerical implementation, the matrix inverses in equation (6) are not

computed, since it is more efficient to solve the equivalent system of linear

equations

I��tAc x kð Þð Þ½ �x k þ 1ð Þ ¼ x kð Þ þ�tBc x kð Þð Þu kð Þ ð8Þ

for the unknown state x(k + 1).
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3. Proper orthogonal decomposition

Proper orthogonal decomposition has been developed in fluid mechanics and is a

mathematical technique to describe Fcoherent structures,_ which represent low-order

dynamics in turbulent flow [6,17]. An approximation of the system dynamics is

obtained by projecting the original n-dimensional state space onto an l-dimensional

subspace as follows. First, during simulation of an n-dimensional discrete-time model,

we record a total of � snapshots for the oil pressure state xp and the water saturation

state xs. In our case, the dimension n will be equal to twice the number of grid blocks.

If we have a reservoir model with one horizontal layer of m� n grid blocks, the

vectors xp and xs will have mn elements each, and therefore, the full-state vector x will

have length n ¼ 2mn. We keep the pressure and the saturation states segregated

because they correspond to different physical processes and will consequently

generate different dominant structures. Moreover, it allows us to choose a different

degree of reduction for the pressures and the saturations. For clarity of notation, we

will omit the indication of pressure or saturation for the variables in this section, but

we note that all steps in the order reduction process should be performed twice, once

for the pressures and once for the saturations. After subtracting the mean x ¼
1=�ð Þ

P�
i¼1 x ið Þ from the snapshots, we construct a data matrix:

X :¼ x0 1ð Þ; x0 2ð Þ; . . . ; x0 �ð Þ½ � ¼ x 1ð Þ � x; x 2ð Þ � x; . . . ; x �ð Þ � x½ �: ð9Þ

Subtraction of the mean implies that matrix Rn ¼ XXT= �� 1ð Þ is the n � n

covariance matrix of state variables as captured by the snapshots. It has at most

rank � j 1 because it has been constructed from �� snapshots that are dependent

through the equation for the mean. A potential benefit of the subtraction of the mean

is an increased level of detail in the reduced-order description in case of near-

parallel snapshot vectors x(i). The goal of POD is, given the data matrix X, to find a

transformation

x0 ¼ ��lzþ r; ð10Þ

where ��l is an n � l transformation matrix, z is a reduced state vector of length l and r

are residuals, such that the squared sum of the snapshot residuals,
P�

i¼1 r ið Þk k2
, is

minimized. It can be shown, see, e.g., [6], that this minimum is given by

X�

i¼1

r ið Þk k2 ¼
X�

j¼lþ1
lj; ð11Þ

where 11 � 12 � . . . � 1� � 1�þ1 ¼ . . . ¼ 1n ¼ 0 are the ordered solutions of the

eigenvalue problem

Rn88i ¼ 1i88i; ð12Þ
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and 88i (i = 1, . . . , n) are the corresponding eigenvectors. Because the rank of Rn can

be at most �� j 1, we do not need to solve equation (12) but may solve the much

smaller eigenvalue problem

==T R� ¼ ==T�; ð13Þ

where R� ¼ XT X is a �� � �� matrix. Noting that Rn and R� are symmetric, we can

write

��n ¼ ��T Rn�� and ��� ¼ ��T R���; ð14; 15Þ

where ��n and ��� are n � n and �� � �� diagonal matrices with ordered eigenvalues li

on the diagonal, respectively, whereas �� and << are n � n and �� � �� orthogonal

matrices containing the eigenvectors 88 and == as columns and rows, respectively. The

required (right) eigenvectors 88 can now be obtained from the (left) eigenvectors ==
with the aid of the relationship

�� ¼ X<<����1=2
� : ð16Þ

According to equation (11), the squared sum of the snapshot residuals is

determined by the �� j l highest eigenvalues. The eigenvectors corresponding to the

remaining l eigenvalues, i.e., the first l columns of matrix ��, form the optimal

transformation matrix ��l [6]. We may, alternatively, compute the eigenvectors 88 with

the aid of the singular value decomposition of the data matrix [4]:

X ¼ ��SS<<T ; ð17Þ

where the n � �� matrix S is given by

SS ¼

�1 0 � � � 0

0 �2 � � � 0

..

. ..
. . .

. ..
.

0 0 � � � ��
..
. ..

. . .
. ..

.

0 0 � � � 0

2

6
6
6
6
6
6
6
4

3

7
7
7
7
7
7
7
5

; ð18Þ

Here s1 Q . . . Q s l >> s l + 1 Q . . . Q �� � 0 are the singular values of X and are the

square roots of the eigenvalues li, i = 1, 2, . . . , ��. It is simply verified that equations

(14) and (15) can be obtained from equation (17) by working out the matrix products

XXT and XTX. Note that we will have at least one singular value equal to 0 because

the rank of R� is at most �� j 1. The number of singular values l, i.e., the number of
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POD basis functions that we want to keep, can now be determined as follows. The

total amount of relative Fenergy_ present in the snapshots can be expressed as

Etot ¼
P��1

i¼1 �
2
i . The reduced number of basis functions is the largest number l 2

{1, . . . , �� j 1} that satisfies

E ¼

Pl

i¼1

�2
i

Etot

� �; ð19Þ

where � denotes the fraction of relative energy we want to be captured. If the singular

values, ordered by magnitude, display a clear drop, the system apparently has a natural

set of dominant singular values. Otherwise, the choice of � becomes somewhat

arbitrary. Frequently used cut-off levels are 0.9 < � < 1.0. Note that we may choose

different cut-off criteria for the pressures and the saturations. The transformation

matrix ��l is now taken as the first l columns of the matrix ��, and we obtain the

transformation:

x ’ ��lzþ x: ð20Þ

4. Reduced-order reservoir model

After replacing the FÊ_ sign by the F=_ sign, and dropping the subscript l to

simplify the notation, we can substitute relation (20) into equation (5) to obtain

z k þ 1ð Þ ¼ ��T f ��z kð Þ þ x; u kð Þð Þ � x½ �: ð21Þ

This transformation can be interpreted as a discrete-time differential equation in

reduced-order state space, obtained by projecting the normalized state vector x0 ¼
x� x of the original problem on the reduced-order space. As described in [5], it may

appear at first sight as if the reduced-order model does not lead to a reduction in

simulation time. If we compute z(k + 1) explicitly, we may even obtain a slight

increase in simulation time, because every time step, we have to perform two

additional transformations (from z to x and back) because we need the original state

vector x to compute the functions f. However, this increase will, in general, be offset

by an increase in the minimum time step required for stability. More importantly, if we

consider implicit or semi-implicit computation of z(k + 1), a considerable efficiency

gain may be achieved. Applying the transformation �� to equation (8), we obtain

I��tAc ��z kð Þ þ xð Þ½ ���z k þ 1ð Þ ¼ ��z kð Þ þ�tBc ��z kð Þ þ xð Þu kð Þ: ð22Þ

In our implementation, we successfully used

��T I��tAc ��z kð Þ þ xð Þ½ ���
|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

lxl

z k þ 1ð Þ ¼ z kð Þ þ ��T �tBc ��z kð Þ þ xð Þu kð Þ; ð23Þ
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which is obtained from equation (22) by premultiplying with ��T. The number of state

variables is thus reduced from n ¼ 2mn to l = lp + ls. Note that we now use the

variable l to indicate the total number of reduced state variables. The matrix

dimensions for the total system are consequently reduced from n � n to l � l. The

simulation time of the reduced-order model using semi-implicit discretization is

decreased because we have to solve l equations instead of n equations in the full-order

model, where l << n. For fully implicit simulation, where more than one system of

equations has to be solved during every time step, the decrease in simulation time is

expected to be even higher. Unfortunately, the original pentadiagonal matrix structure

(heptadiagonal for three-dimensional systems) is changed to a full matrix, because we

multiply the pentadiagonal matrix with a full matrix �� from the left side and from the

right side. This counteracts the computational advantage obtained by reducing the size

of the state vector. When we simulated reduced-order reservoir models with the same

controls as the original full-order models, we obtained almost identical states, as long

as a sufficient fraction of the relative energy of the full-order model was preserved.

However, if we strongly altered the controls, and therefore the structures of the states,

the states of the full-order model were less well represented by the reduced-order

model. This is in line with the findings of other authors [13]. Because it is not possible

to specify a priori the validity of a reduced-order model, we will use a nested approach

in the development of the optimization methodology below, such that the reduced-

order results are frequently validated by the full-order model.

5. Reduced-order optimal control

Adjoint-based OCT is an effective technique to optimize the settings of control

variables u(k) (e.g., valve positions or flow rates) over the life of the reservoir in order

to maximize an objective function J ¼
PK

k¼1 Jk x kð Þ; u kð Þð Þ, [1,3,15,18,20]. The

objective function typically represents ultimate recovery or a Fsimple net-present

value (NPV),_ i.e., the sum of the incremental discounted oil production income and

water injection and production costs over the life of the reservoir [3]. OCT is a

gradient-based optimization technique, where the gradients are obtained with the aid

of an adjoint equation in terms of Lagrange multipliers l. The multipliers represent the

objective function’s sensitivities to changes in the state variables and originate from

adding the dynamic system as a constraint to the objective function. In our application,

the controls are formed by the injection and production rates in the smart well

segments at every time step. Following the derivation in [3], the adjoint equation can

be written as in discrete time as

l kð ÞT @g k � 1ð Þ
@x kð Þ

� �

¼ �l k þ 1ð ÞT @g kð Þ
@x kð Þ �

@Jk kð Þ
@x kð Þ

� �

; ð24Þ
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where

g kð Þ ¼ x k þ 1ð Þ � fd x kð Þ;u k þ 1ð Þð Þ ¼ 0 ð25Þ

is a compact representation of the system equation (5). For our implementation,

instead of the full-order model, we added the reduced-order model as a constraint to

the objective function J with the aid of a set of low-order Lagrange multipliers m:

J red ¼
XK�1

k¼0

Jk ��z kð Þ; u kð Þð Þ þ m k þ 1ð ÞT ��T g ��z k þ 1ð Þ;��z kð Þ;u kð Þð Þ
h i

; ð26Þ

where we note that we need to add x to each product ��z, in line with equation (20).

Taking the first variation of equation (26), and reworking the results, we obtain a

reduced-order equation in terms of reduced-order Lagrange multipliers:

m kð ÞT ��T @g k � 1ð Þ
@x kð Þ ��

|fflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflffl}
lxl

¼ �m k þ 1ð ÞT ��T @g kð Þ
@x kð Þ ��

|fflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflffl}
lxl

� @Jk kð Þ
@x kð Þ ��

|fflfflfflfflffl{zfflfflfflfflffl}
1xl

2

6
6
6
4

3

7
7
7
5
; ð27Þ

Starting from the final condition m(K) = 0 it can be integrated backward in time.

Because the derivatives in equation (27) consist of state-dependent parameters, we first

calculate the full-order derivatives. They are then transformed and reduced by

projecting them on the axes of the low-order model. After calculating m every time

step, we can calculate:

@L kð Þ
@u kð Þ ¼

@Jk kð Þ
@u kð Þ þ m k þ 1ð ÞT ��T @g kð Þ

@u kð Þ

� �

: ð28Þ

We compute improved controls using a steepest ascend method according to unew ¼
uold þ "@L kð Þ=@u kð Þ where " is a weight factor [3]. The computational advantage of

using reduced-order models in OCT is that the system of equations involves only

l unknowns, whereas the original system involved n ¼ 2mn unknowns. This decreases

the simulation time considerably, especially for large systems where l << n.

Unfortunately, the original block pentadiagonal matrix structure of ¯g(k j 1)/¯x(k)

and the block-diagonal matrix structure of ¯g(k)/¯x(k) are changed to full matrices,

because we multiply them with full matrices �� and ��T. This counteracts the

computational advantage obtained by using reduced-order optimal control.

6. Methodology

The implementation of the full-order OCT algorithm for water flooding was

described in [3]. In reduced-order optimal control based on POD (see figure 1), we first
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simulate the dynamical behavior of the system over time interval 0 to K with an initial

choice of u and compute the NPV. Following [1], the initial choice of u reflects a

flooding strategy with conventional horizontal wells with constant pressure along the

well bores. Every time step, we record and store a total of �� snapshots of pressures and

saturations and calculate POD transformation matrices ��. Now, instead of using the

full-order derivatives of the system, we use the reduced-order derivatives for the

backward calculation and calculate m with equation (27). Based on the derivatives

computed with equation (28), we compute new controls and use them for the next

reduced-order forward simulation. For this simulation, we use the same transformation

Figure 1. Flow chart for reduced-order OCT for water flooding.
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matrices ��. This means that the computational Foverhead_ of calculating �� is shared

by multiple runs of the reduced-order model. To determine convergence of the inner

loop, we use a convergence criterion c. The inner loop has converged when the NPV

of a reduced-order forward simulation is less than c times the NPV of the previous

reduced-order simulation. Convergence of the inner loop may occur because a local

maximum of the NPV has been reached or because the controls have changed too

much to be accurately captured in the reduced system representation. Entering the

outer loop again, we use the improved controls in a full-order forward simulation and

verify if the controls have indeed maximized the NPV. If necessary, the transformation

matrices �� are replaced with new ones that reflect the altered dynamics, and the inner

loop is repeated. The outer loop has converged when the NPV of the full-order

forward simulation is less than the NPV of the previous full-order simulation.

We implemented the methodology in a MATLAB algorithm. The advantage of

the methodology is that we use reduced-order forward simulations and reduced-order

optimal control, which have a shorter simulation time. A disadvantage is that an

improved control of the reduced-order model is not necessarily an improved control

for the full-order model. In the numerical example below, we will see that in our

example, this is, however, not a problem. Assessment of the robustness of this

approach requires further research on more realistic reservoir models.

7. Numerical example

To test the methodology, we used a two-dimensional model with 2025 (45 � 45)

grid blocks, which is the same model as used in [3,11,15,16]. The dimensions of the

reservoir were 450 � 450 � 10 m, and the permeability field is shown in figure 2.

Initially, the reservoir is completely saturated with oil. We assigned liquid

compressibilities of 1 � 10j10 Paj1 to both water and oil. At the left side of the

reservoir, we introduced one horizontal water injector divided in 45 segments by

interval control valves. At the right side, we introduced one horizontal producer, also

divided in 45 segments. The controls are therefore formed by the 90 injection and

production rates in the smart well segments at every time step. The objective function

represents a simple NPV, defined as the sum of the incremental discounted oil

production income and water production costs over the life of the reservoir. The wells

were operated without well model under rate constraint: the liquid rate in an injection

segment was equal to the water rate, and in a production segment, the rate was equal to

the sum of water rate and oil rate. The total production and injection rates were equal

to each other during the entire simulation time. During optimization, the flow rates

were redistributed maintaining a constant total sum of the rates. In the NPV

calculation, we used an oil price ro = $80/m3 and a produced water cost rw = $20/

m3. We compared the NPV obtained with the reduced-order and full-order optimal

control algorithms with the NPV of a reference case. In the reference case, the

injection and production rates were constant over time and a function of water and oil
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mobility, reflecting a conventional water flood where the wells are operated at constant

bottom hole pressure. We simulated the reservoir model for 949 days with variable

time step size, and in this period, we injected and produced one pore volume of liquid.

We obtained a saturation distribution as depicted in figure 3. The total NPV for the

reference case is $10.1 million.

7.1. Full-order optimal control example

Starting from the reference case, we ran the full-order control algorithm. With a

2.4-GHz Pentium 4 processor and 1-GB RAM memory, it took 8701 s (148 min) to

run the full-order algorithm. We reached convergence after 19 full-order forward

simulations and 18 full-order backward simulations. The average simulation time for

the full-order forward simulation was 144 s and, for the full-order backward

simulation, was 266 s. The resulting optimized rates are given in the left and the

middle pictures of figure 4, which correspond to a final oilYwater saturation

distribution as depicted in the right picture of figure 4. The corresponding NPV

versus the number of iterations has been plotted in figure 5. It can be seen that the
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Figure 2. Permeability field (m2).
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Figure 3. Final water saturation after 1 PV production for the reference case. Dark: oil; light: water.
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NPV first stabilizes around $15 million and later increases further to its maximum

value of $20.3 million. The NPV of the last iteration is slightly less than the previous

one. When we continued with the algorithm, we did not observe a further increase in

NPV. Because our optimization procedure is a local one, the maximum NPV should be

regarded as a lower bound of the possible improvements.
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Figure 4. Optimized injection rates (left) and production rates (middle) in m3/d vs. the simulation time,

calculated with the full-order control algorithm. At the right the resulting water saturation distribution.
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Figure 5. NPV vs. number of iterations in full-order control algorithm.
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7.2. Reduced-order optimal control example

For reduced-order optimal control, we used the algorithm as described in section

6. With an energy level of 0.999 as cut-off criterion for POD, we obtained a final NPV

of $19.3 million, which is an increase of 87% with respect to the reference case. The

maximum NPV obtained with reduced-order control approached the NPV obtained

with full-order optimal control to within 95%. We reached convergence in 5661 s,

which is a reduction with 35% of the time used for the full-order optimal control. In

this example, we needed 10 full-order forward simulations and 13 reduced-order

forward simulations. In the first iterations, matrices �� were shared two to four times

before the inner loop converged and matrices �� were updated. The reduction in

simulation time for the reduced-order forward simulation was 34% and, for the

reduced-order backward model, was 38%. In order to maintain an energy level of

0.999, we need for the reference case in total 30 POD basis functions. The number of

POD basis functions gradually increased when we used improved controls, and for the

optimal case, we used 49 POD basis functions. This speaks in favor of our nested

approach where we adapt the transformation matrix after a full-order forward

simulation. Table 1 shows the results in more detail. In figure 6, the resulting rates

for this case are given in the left and the middle, which correspond to a final oilYwater

saturation distribution as shown in the right. The resulting rates and the final saturation

distribution obtained with reduced-order optimal control differed from the resulting

rates and final saturation distribution obtained with full-order optimal control.

Apparently, we ended up in two different optima.

When we specified a lower energy level of 0.99, we required less POD basis

functions, and the simulation time for the reduced-order simulations therefore

decreased. We needed, however, more simulations in order to converge. Conversely,

when we increased the energy level to 0.9999, we required a larger number of basis

functions and the simulation time increased. The average simulation time for the full-

order forward simulation was, in the latter case, almost equal to the average simulation

time for the reduced-order forward model. The reduced-order backward simulations

were still faster. Figure 7 displays the NPV versus the number of iterations in the full-

order control algorithm and the reduced-order algorithm using energy levels of 0.99,

0.999 and 0.9999. The NPV obtained with reduced-order optimal control increased

steeper in the beginning than the NPV obtained with full-order optimal control. After

two full-order forward simulations using an energy level of 0.999, we already reached

an increase in NPV of 72%. After four full-order simulations, the NPV slowly

converged to its maximum. Changing the convergence criterion c of the inner loop

from 1.01 to 1.10, we observed no significant influence on the maximum NPV (see

table 1). Also, the total simulation times were almost identical. Another parameter that

we varied was the number of time steps between updating the parameter-dependent

matrices in the inner loop (Ad and Bd of the forward equation and the derivative

matrices of the adjoint equation). Figure 8 displays the NPV versus the number of
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iterations using 1, 2, 3 and 4 time steps between the updates. Again, we see a major

increase of the NPV after two full-order forward simulations and a subsequent slow

converge to the maximum. By not updating the matrices every time step, we introduce

an error in calculating the improved controls. This is evident from the seventh and
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Figure 7. NPV vs. number of iterations in the reduced-order control algorithm, for different energy levels.
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Figure 6. Optimized injection rates (left) and production rates (middle) in m3/d vs. simulation time

calculated with reduced-order control algorithm and energy level 0.999. At the right the resulting water

saturation distribution. Dark: oil; light: water.
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eighth columns of table 1, which represent the number of retained basis functions, for

a given energy level, during the first and the last iteration in the inner loop,

respectively. It can be observed that not updating the parameter-dependent matrices

results in the need to use more basis functions in the later iterations. This effect is

probably caused by spurious dynamics resulting from the more abrupt changes in the

system parameters in case of less frequent updating.

7.3. Energy level, number of snapshots and number of grid blocks

Figure 9 depicts a physical interpretation of the saturation POD basis vectors for

our example of a 45 � 45 reservoir model. Because the vectors have a length equal to
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Figure 8. NPV versus number of iterations in the reduced-order control algorithm, for different numbers

of time steps between the updating the parameter-dependent matrices.
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Figure 9. Example of the first three saturation POD basis functions projected on a 45 � 45 matrix.
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Figure 10. The three graphs represent the number of POD basis functions required to preserve a certain

energy level, as a function of the number of snapshots, for a 45 � 45 reservoir model (top), a 90 � 90

reservoir model (middle) and a 180 � 180 reservoir model (bottom).
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the total number of grid blocks, we can reshape and project them on a 45 � 45 matrix.

In the figure, this is done for the first three vectors, and we can recognize the spatial

characteristics of the permeability field (depicted in figure 2) and of the oilYwater

front, which are both represented in the snapshots.

In figure 10, we present three graphs that display the number of POD basis

functions l versus the number of snapshots used in the calculation of ��. For the first

graph, we simulated the reference case and generated a set of 1000 snapshots at

identical time intervals. For the second graph, we used the same case, except that each

grid block was divided in four grid blocks with identical permeabilities resulting in a

90 � 90 reservoir model. Also, for this mode, we generated a set of 1000 snapshots at

identical time intervals. For the 180 � 180 reservoir model, we used the same

procedure, which resulted in a reservoir model with 32,400 grid blocks. We varied the

number of snapshots by choosing from the set of 1000 snapshots a subset consisting

of, respectively, 2, 3, 5, 9, 11, 13, 41, 51, 101, 201, 501 and 1000 snapshots at

identical time intervals. The figures illustrate how an increasing number of retained

basis functions corresponds to an increasing energy level. We needed an increasing

number of POD basis functions when we increased the number of snapshots for a

given energy level, which indicates that added snapshots are not a linear combination

of the earlier snapshots, i.e., that they contain new information. More interestingly, we

can conclude that the number of POD basis functions l increases with the number of

grid blocks in a non-linear fashion: when the number of grid blocks is multiplied by

16, the number of POD functions at an energy level of 99.99% for 1000 snapshots is

only multiplied by 1.87. This illustrates that the reduced-order representation mainly

represents the dominant structures present in the snapshots. Because we did not change

the permeability field, but merely used a larger number of grid blocks to describe it,

the dominant structures in the dynamics of the state variables also did not change very

much. The small increase in basis functions captures some increased detail at the

boundaries of the dominant structures. This implies that for a reservoir model with

dominant large-scale geological features, the computational efficiency of reduced-

order simulation will increase with an increasing model size. For a model that lacks

clear dominant structures, e.g. one that has heterogeneities with a small correlation

length, this increase in computational efficiency is less pronounced or even absent.

8. Conclusion

In the example discussed, we found that reduced-order optimal control of water

flooding using POD improved the NPV with respect to an uncontrolled reference case.

Within a shorter simulation time, the NPV obtained by the full-order optimal control

algorithm was approached closely by the NPV obtained by the reduced-order

algorithm. The increase in computational efficiency was achieved by reducing the

number of states in the forward and backward simulations considerably and,
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consequently, the number of equations that needed to be solved every time step.

Considering a reservoir model with 4050 states (2025 pressures, 2025 saturations) and

an adjoint model of 4050 states (Lagrange multipliers), we obtained reduced-order

models with 20Y100 states only. The NPV obtained by reduced-order optimal control

was approached to within 95% of the NPV obtained by full-order optimal control. The

resulting reduction in computing time was 35%. In general, the number of POD basis

functions preserving a certain fixed level of relative energy increases during

optimization, which speaks in favor of our nested reduced-order optimal control

algorithm where we adapt the transformation matrix after simulating the full-order

reservoir model with improved controls.

Nomenclature

A system matrix

B input matrix

c convergence criterion in inner loop

E relative energy present in snapshots

f nonlinear system function vector

g nonlinear system function vector

I unit matrix

J objective function ($)

k discrete time step counter

K total number of time steps

l reduced system order

LL Lagrangian ($)

m number of grid blocks in x direction

n system order (number of state variables)

n number of grid blocks in y direction

N number of wells

p pressure (Pa)

P n � n matrix of right eigenvectors

q flow rate (m3/s)

r price per unit volume ($/m3)

r residual vector
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R covariance matrix

t time (s)

S saturation

T transmissibility matrix

u input vector

V mass matrix

W compressibility/porosity matrix

x state vector

X data matrix, containing state vectors

z transformed state variable

z transformed state vector

� fraction of relative energy

" weighting factor

�� number of snapshots in POD

l eigenvalue

l vector of Lagrange multipliers

m vector of reduced-order Lagrange multipliers

s singular value

S diagonal matrix of singular values

88 right eigenvector

�� matrix of right eigenvectors

��l truncated matrix of right eigenvectors

== left eigenvector

<< matrix of left eigenvectors

Subscripts

c continuous

cow oilYwater capillary pressure

d discrete

i counter
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l liquid

o oil

p pressure

s saturation

w water
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