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Abstract

We present a large-scale quantitative test of a hyperspectral remote-sensing reflectance algorithm. We show that coastal bathymetry
can be adequately derived through model inversions using data from the Airborne Visible-Infrared Imaging Spectrometer instrument.
Data are analyzed from a shore-perpendicular transect 5 km offshore Sarasota, Florida at water depths ranging from 10 m to 15.5 m.
Derived bottom depths are compared to a high-resolution multibeam bathymetry survey. Model-derived depths are biased 4.9%
shallower than the mean of the multibeam depths with an RMS error of 7.83%. These results suggest that the model performs well for
retrieving bottom depths from hyperspectral data in subtropical coastal areas in water depths ranging from 10 m to 15.5 m.

Introduction

There is growing interest in applying optical
remote sensing techniques to obtain bathymetry
in shallow water marine environments (Lyzenga,
1985; Clark, 1987; O’Neil et al., 1989; Philpot,
1989). However, the use of satellite sensors in
shallow waters is complicated by the combined
atmospheric, water, and bottom signals (Jerlov,
1976). This includes variations due to water
column scattering and absorption due to dissolved
and suspended materials such as sediments, chlo-
rophyll, and colored dissolved organic mater. The
introduction of high-resolution multispectral sen-
sors has allowed the light reflected from the
seafloor to be spectrally deconvolved and used to
extract benthic information (Bierwirth et al., 1993;
Werdell and Roesler, 2003). However, in many
cases, these methods require the input of known
depth values (Lyzenga, 1978), or assumptions of
homogenous seafloor properties (Philpot, 1989).

The use of airborne hyperspectral sensors pro-
vides the spatial and spectral resolution necessary
to investigate complex coastal environments (Mus-
tard et al., 2001). Additionally, the models used to
extract information from remotely sensed data are

continually evolving to be more effective in unmix-
ing the optical signal to accurately estimate bottom
depths (Gordon and Brown, 1974; Mobley et al.,
1993; Lee et al., 1994; Maritorena et al., 1994).
One method for evaluating bottom depths from
remotely sensed spectra is by developing a spectral
library representative of end-member properties
that is used to compare measured and modeled
spectra (Louchard et al., 2003). Although this
method is useful, simulations must be recomputed
when the water optical properties change. Another
method for evaluating hyperspectral data is
through inverse modeling of the radiative transfer
function (Durand et al., 2000). This approach
allows simultaneous derivations of optical proper-
ties through an iterative curve-fitting process with a
minimization scheme. The inversion modeling
approach has shown promising results in shallow
marine waters (Lee et al., 1999).

The objective of this study was to present the
first large-scale quantitative test of a hyperspectral
remote-sensing reflectance model in deriving bot-
tom depths in a shallow water marine environment
by comparing model-derived depths to high-reso-
lution multibeam bathymetry data. The model
tested here was developed by Lee et al. (2001) for
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simultaneously deriving inherent optical properties
and seafloor properties from remotely sensed data.
The model minimizes the difference between mod-
eled and measured spectra by adjusting values of
absorption, backscattering, bottom albedo, and
bottom depth. The model-derived depths have
been shown to agree well at depths of 0–4.6 m,
when compared with NOAA bathymetry charts
(Lee et al., 2001), however these charts are based
on low-resolution bathymetric data collected more
than 20 years prior to collection of the hyperspec-
tral data. Additionally, comparisons between the
charts and derived depths have only been qualita-
tive, by comparing scanned bathymetry charts.
Therefore, more quantitative comparisons be-
tween high-resolution data sets collected concur-
rently are needed to fully test the model. In this
paper we use high-resolution multibeam bathym-
etry data to test model-derived depths from
airborne hyperspectral data.

Methods

Hyperspectral imagery

The Airborne Visible-Infrared Imaging Spectrom-
eter (AVIRIS) instrument, an Earth-observing
imaging spectrometer funded by the National

Aeronautics and Space Administration and built
by the Jet Propulsion Laboratory, is flown aboard
a NASA ER-2 airplane at a nominal altitude of
20 km (Vane et al., 1993). The scanner is a whisk-
broom imager that sweeps back and forth, pro-
ducing images of upwelling radiance in 224 spectral
channels from 400 to 2400 nm with a 20� 20 m
spatial resolution. The images produced are 614
pixels across-track and collected in 512 line sets,
with each pixel representing 400 m2. The AVIRIS
data used in this study were collected near the
western coast of Florida offshore of the city of
Sarasota (Figure 1). The Sarasota AVIRIS data,
covering an area of approximately 200 km2, was
collected on May 21, 1999 at 1425 to 1429 (GMT)
from 27�14.7¢ N to 27�21.3¢ N and 82�40.5¢ W to
82�48¢ W, with a solar zenith angle of 40.8 degrees.

The AVIRIS data were vicariously calibrated
following the methods of Carder et al. (1993),
corrected for atmospheric effects, and then inverted
using the method of Lee et al. (2001) to derive
bottom depth. The imagery was geo-rectified using
a set of ground-control points collected in-flight.

Bathymetry data

The inner box in Figure 1 indicates the extent of
the ground-truth multibeam bathymetry data used

Figure 1. Airborne Visible-Infrared Imaging Spectrometer (AVIRIS) data at 550 nm used in this analysis. Bright areas indicate
high optical reflectance and dark areas represent low optical reflectance. Note that this image has been contrast-enhanced. Inset
map in the SE corner of the map indicates the location of imagery data collected offshore of Sarasota, Florida. The rectangular
box within the imagery indicates the extent of high-resolution multibeam bathymetry data and denotes the extent of Figure 2.
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in this study. The multibeam bathymetry survey,
collected July 7–9, 2000, covered an area of approx-
imately 20 km2 that extended from 27�17¢ N to
27�19¢ Nand82�38¢ Wto82�48¢ W.Thesedatawere
collected using the University of South Florida’s
KongsbergSimradEM3000multibeamsystem.The
300 kHz system acquires high-resolution bathyme-
try data with a swath width of 130 degrees, which in
shallow water gives a swath width of four times the
waterdepth.The systemgenerates127beamsusinga
sonar pulse of 0.15 ms at a maximum ping rate of
25 Hz (Naar et al., 1999).

The multibeam bathymetry data were processed
and corrected for errors in position, tidal changes,
and sound velocity fluctuations caused by temper-
ature and salinity differences throughout the water
column. Both the AVIRIS-derived depths and
ground-truth multibeam depths were corrected to
mean sea level. The tide level during the AVIRIS
over flight was measured at the nearby Mote
Marine Laboratory in Sarasota, Florida. The tide
levels during the multibeam bathymetry data
collection were generated with a circulation model
developed for the West Florida Shelf (He and
Weisberg, 2003). The computed tide level com-
pared well with the measured tide, however, due to
the location of Mote Marine Lab’s tidal gauge

inside Sarasota Bay, the magnitude of the mea-
sured tide was less than the computed tide at the
study location offshore. However, the tidal differ-
ence was less than 0.3 m. The tidal range during the
multibeam survey was less than 0.5 m. The high-
resolution multibeam bathymetry data were
resampled to the resolution of the AVIRIS data,
for purposes of direct comparison.

A comparison among three repeated multi-
beam bathymetry surveys collected within a 9-
month period show minimal changes in the
bathymetry of the study area (McIntyre et al.,
2002; McIntyre, 2003). Therefore, although there
is a temporal gap between the AVIRIS over flight
and the multibeam survey, the multibeam bathym-
etry data are not expected to show significant
departures from the bottom configuration at the
time of the AVIRIS over flight.

Results and observations

Multibeam bathymetry

Measured depths range from 10.0 to 15.35 m
(Figure 2a). The multibeam bathymetry data (Fig-
ure 2a) show the seafloor is composed of two

Figure 2. (a) Image of multibeam bathymetry data, using Mean Sea Level datum. (b) Image of AVIRIS-derived bottom depths.
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general bathymetric provinces; nearshore (10–
12.5 m) and offshore (12.5–15.5 m). The nearshore
area is shaped by irregular, discontinuous features.
Offshore (west) of the 12 m isobath, however, these
features become more distinct, regular, and ori-
ented north to south.

AVIRIS depths

Figure 2b shows the image of AVIRIS-derived
bottom depths, ranging from 10.23 to 15.33 m.
The image of derived depths shows a general
correspondence with multibeam bathymetry. The
ranges in depth between the AVIRIS and multi-
beam depths are similar, however, the easternmost
and westernmost 2 km of AVIRIS data appear
shallower than multibeam depths. A comparison
of the measured multibeam bathymetry with the
AVIRIS-derived depths (Figure 3) shows that
most modeled depths are shallower than measured
depths. The difference between AVIRIS and mul-
tibeam depths ranges from 0 to 3.3 m with a mean
difference of 0.9 m.

The error in AVIRIS-derived depths was
quantified by calculating the percent error as
follows:

Percent Error ¼
100½Depth(m)Multibeam �Depth(m)AVIRIS�

Depth(m)Multibeam

Where the percent error is negative, the modeled
depths are deeper than measured depths and are

overestimated by the model. Where the percent
error is positive the modeled depths are shallower
than measured depths and are underestimated by
the model. The percent error in AVIRIS-derived
bottom depths ranges from )12.1% to 21.73%,
with a mean error of 4.9% and RMS of 7.83%
(Figure 4). A comparison of percent error and
multibeam depths shows the AVIRIS-derived
depths are consistently and increasingly underes-
timated in water depths greater than 14 m
(Figure 5). At depths greater than 14 m
(n=5973) the mean error is 12.1%, RMS error is
12.9%, and mean difference in depth is 1.8 m,
however at depths less than 14 m (n=28,456) the
mean error is 3.4%, RMS error is 7.14% and mean
difference in depth is 0.67 m. (Figure 5). Profiles of
multibeam bathymetry and percent error
(Figure 6) show the magnitude of error inversely
follows the morphology of the seafloor. The
AVIRIS depths are underestimated (shallower)
near the troughs in bathymetry and overestimated
(deeper than measured depths) near the peaks.

The AVIRIS depths were corrected by using a
site-specific algorithm to relate the mean error in
AVIRIS depths to the measured depths. The
following empirical second-order polynomial de-
scribes the mean error in AVIRIS depths:

y ¼ �0:100715x2 þ 3:23972x� 11:5607

where x is the model-derived AVIRIS depth
(r=0.8). When the mean error is removed from
AVIRIS depths the corrected depths have an error

Figure 3. Profiles multibeam bathymetry depths (black points)
and AVIRIS-derived depths (gray points). The study area, as
represented in Figure 2, consists of 115 east-west profiles, all
of which are shown here.

Figure 4. Histogram of percent error in AVIRIS-derived
depths. Negative values of percent error occur where AV-
IRIS-derived depths are too deep relative to multibeam
depths, and positive values of percent error occur where AV-
IRIS-derived depths are too shallow relative to multibeam
depths.
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range of )6% to 8.4% and RMS error of 5.6%
(Figure 7) and show a good correspondence with
multibeam depth (Figure 8). At depths greater
than 14 m, corrected AVIRIS depths agree with
measured depths within 7.4%.

Discussion

The large errors in AVIRIS depths may arise from
two main factors: measurement errors arising from
the airborne sensor, and derivation errors arising
from model limitations and assumptions. The
AVIRIS sensor was initially designed for terres-

trial applications with target reflectances of 20–
50%, however water reflectances are normally less
than 5% (Carder et al., 1993). Additionally, as
water depth increases the amount of light reflected
back to the sensor from the bottom is diminished.
Therefore, the signal-to-noise ratio of the sensor is
important when extracting useful information
from a weak bottom signal. The signal-to-noise
ratio of the AVIRIS sensor has been continually
improved throughout its flight history. After the
flight season of 1999, the sensor underwent
substantial upgrades that improved signal-to-noise
ratio and reduced data artifacts noted during flight
seasons 1987–1999 (Eastwood et al., 2000).

Figure 7. Histogram of percent error in bias-corrected AV-
IRIS-derived depths. Negative values of percent error occur
where AVIRIS-derived depths are too deep relative to multi-
beam depths, and positive values of percent error occur where
AVIRIS-derived depths are too shallow relative to multibeam
depths.

Figure 8. Profiles multibeam bathymetry depths (black points)
and corrected AVIRIS-derived depths (gray points). The
study area, as represented in Figure 2, consists of 115 east-
west profiles, all of which are shown here.

Figure 5. Comparison of percent error in AVIRIS-derived
depths and multibeam depths. Negative values of percent
error occur where AVIRIS-derived depths are too deep rela-
tive to multibeam depths, and positive values of percent error
occur where AVIRIS-derived depths are too shallow relative
to multibeam depths.

Figure 6. Profiles of percent error in AVIRIS-derived depths
(gray points) and multibeam depths (black points). The study
area, as represented in Figure 2, consists of 115 east–west
profiles, all of which are shown here.
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The second factor contributing to errors in the
AVIRIS depths is the derivation errors caused by
model assumptions. The model assumes the spec-
tral shape of the bottom albedo is known, allowing
only the magnitude of albedo to change from pixel
to pixel. At the time these model depths were
derived only two spectral shapes were used for the
derivations. However, the bottom albedo shape
has been shown to deviate from the typical sand
and seagrass spectra used in the model (McIntyre,
2003). An expanded albedo database from in situ
measurements is needed and may improve model
derivations. Additional error may be introduced
by the influence of bottom slopes on the reflec-
tance. The model assumes the bottom is horizontal
so that the reflected radiance is independent of the
incident and observational angles. Carder et al.
(2003) found that this model slightly underesti-
mates depths for bright bottom facets that face the
sun whereas shaded facets produce overestimates
of depth. However, bottom facets throughout the
study area are significantly less than 2 degrees and
therefore, this assumption introduces less than 5%
error in the modeled depths. In addition to errors
arising from model assumptions, Zhan et al.
(2003) notes that local optimization methods such
as the model used here (Lee et al., 2001) are prone
to becoming trapped in local solution and may not
necessarily converge to a global solution. This may
compromise the results of the retrievals and
produce erroneous data. In this study, the Lee
et al. (2001) inversion method may have produced
a bottom depth for a given reflectance using an
optimization function that did not fully converge
to the global optima.

The model performed most accurately between
10 m and 14 m (Figure 5). On average the model
underestimated depths by 4.9%. The largest errors
in derived depths occurred in the deepest portion
of the study area where depths were greater than
14 m (westernmost 2 km). Here the model under-
estimated depths by as much as 21%. The reason
for this is due to the limitations of remote sensing
of water depth. The fundamental principle of
remotely sensing water depth is that light will
penetrate the water column and reflect off the
seafloor back to the sensor. However, the depth of
penetration is dependent on turbidity, suspended
sediments, phytoplankton, and dissolved organic
compounds because they act to scatter and absorb
light (Green, 1996). These effects, in addition to

increasing water depth and bottom absorption,
will increase the contribution of water-reflected
light relative to bottom-reflected light, thereby
decreasing the influence of the bottom reflection
on the above-water spectra (Carder et al., 2003).
The question of what percentage of bottom
contribution is required for an accurate depth
estimate is currently under investigation by the
authors.

Hyperspectral remote sensing of bottom depths
has been shown to achieve results within 10% at
water depths ranging from 0 to 4.6 m (Lee et al.,
2001). Additionally, Sandidge and Holyer (1998)
show that by employing a neural network, depths
can be reasonably estimated at water depths of 0–
6 m. The work presented here shows that water
depths can be adequately derived from hyperspec-
tral remote sensing data in water depths of
10–14 m. Below 14 m, derived depths are under-
estimated by >12% on average due to the natural
limitations of optical remote sensing. However, we
show here that a simple empirically derived algo-
rithm can be used to correct the model-derived
bathymetry. This algorithm was specific to the
data collected at this location, but this method
could prove useful for correcting remotely sensed
water depths at other locations provided an
adequate amount of ground truth data are avail-
able for validating the derived depths.

Summary and conclusions

This study was conducted as part of the Hyper-
spectral Coupled Ocean Dynamics Experiments,
supported by the Office of Naval Research. Our
objective was to test the performance of optical
models in deconvolving the optical signal over
shallow-water environments. In this paper we
present, for the first time, a large-scale quantita-
tive test of the hyperspectral model developed by
Lee et al. (2001) for deriving bottom depth over
a large shallow-water environment ranging from
10 to 15.5 m water depth in the subtropical
waters of the eastern Gulf of Mexico. The results
show the model is sufficient in deriving bottom
depths with an RMS error of 7.83%, and full error
range of )12.1 to 22.73%, using more than 34,000-
point comparisons. Modeled depths agree well
with measured depths from 10 to 14 m. Below
14 m the modeled depths are underestimated
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due to depth limitations of the remotely
sensed data. However, these data can be cor-
rected using a simple site-specific, empirically
derived model. These results indicate the model is
robust in deriving shallow water bathymetry in
water depths ranging from 10 to 15.5 m.
Improvements such as an expanded spectral
library of bottom albedo, and increased signal-
to-noise ratio will become a valuable tool in
deriving bottom depths from hyperspectral re-
mote sensing data.
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