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Short-Term Properties of Earthquake Catalogs and Models
of Earthquake Source

by Yan Y. Kagan

Abstract I review the short-term properties of earthquake catalogs, in particular
the time and size distributions and the completeness of the early part of aftershock
sequences for strong, shallow earthquakes. I determine the parameters of the Omori
and Gutenberg—Richter laws for aftershocks close in time to a mainshock. Aftershock
sequences of large earthquakes in southern California (1952 Kern County, 1992
Joshua Tree-Landers—Big Bear sequence, 1994 Northridge, and 1999 Hector Mine),
recorded in the CalTech catalog, are analyzed to demonstrate that at the beginning
of these series, many small earthquakes are absent from the catalog. The number of
missing earthquakes increases with the magnitude range of a catalog and for some
data sets exceeds the number of aftershocks close to a mainshock listed in a catalog.
Comparing global earthquake catalogs (Harvard Centroid Moment Tensor and Pre-
liminary Determination of Epicenter) with local data sets indicates that the catalogs
based on longer period waves miss many early aftershocks even when their magni-
tudes are well above the stated magnitude threshold. Such short-term incompleteness
may introduce significant biases to the statistical analysis of the seismicity pattern,
in particular for branching models of earthquake occurrence incorporating the Omori
law. For such models the likelihood function strongly depends on close aftershocks.
I review the techniques to alleviate this problem. Analyzing the source rupture pro-
cess of several recent large earthquakes suggests that rupture propagation is highly
inhomogeneous in space, time, and focal mechanism. These random variations in the
rupture process can be viewed as an extension of the aftershock stochastic generating
mechanism toward the origin time of a mainshock. I review various models of the
earthquake rupture process and suggest that fractal distributions of microevents in
time, space, and focal mechanism constitute the development of an earthquake. The
final identification of an individual earthquake depends on both objective and sub-
jective factors.

Introduction

This article presents a quantitative, statistical analysis
of short-term aftershock sequences, as recorded in local and
global earthquake catalogs, and discusses how results of
such analysis affect possible earthquake source properties.
Historically, it is known that for various reasons aftershocks
immediately following a strong, shallow mainshock are not
completely registered (Omori, 1894; Utsu, 1969; Kagan,
1991b; Utsu et al., 1995; Kisslinger, 1996; Narteau et al.,
2002). However, neither the properties of these close-in-time
aftershocks nor the degree of the catalogs’ nonuniformity
have been studied systematically. For example, there are
some indications that the degree of incompleteness varies
for aftershocks of different size (Utsu et al. [1995], see their
table 1 and figure 2; Wiemer and Katsumata [1999]; Narteau
et al. [2002], their tables 2—4), but no specific investigation
of this effect has been carried out.

Why pursue these investigations now?

+ Although stochastic models of earthquake occurrence em-
ploying a power-law temporal aftershock decay have been
used for a long time (Kagan and Knopoff, 1980, 1987b;
Ogata, 1988, 1998, 1999), there is now widespread interest
in applying such models (Console and Murru, 2001; Felzer
et al., 2002, Gerstenberger et al., 2002; Helmstetter and
Sornette, 2002; Sornette and Helmstetter, 2002). There is
also increased interest in statistical analysis of seismicity
using likelihood methods. The results of such likelihood
analysis are used to evaluate and forecast time-dependent
earthquake probability. The value of the likelihood func-
tion depends primarily on the earthquake rate immediately
following a strong event (Kagan, 1991b). If the catalog
incompleteness depends on the aftershock magnitude, this
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relationship may also introduce systematic errors in the
likelihood procedure. Hence, to obtain an unbiased result,
one needs to know the short-term properties of a catalog.

* The behavior of aftershock sequences during the first min-
utes and hours is a significant component of theoretical
models of seismicity (Dieterich, 1994; Kisslinger, 1996;
Madariaga and Olsen, 2002; Narteau et al., 2002; Rubin,
2002). The major issue in such a development is whether
the coefficient ¢ in the Omori law (see equation 1) is a
physical parameter, that is, is independent of methods of
registration and interpretation of a seismogram, or if it
simply indicates a measure of instrument and technique
deficiency. A more complete understanding of aftershock
generation may thus serve as a model validation tool.

* Improved seismic and geodetic instrumentation, new
methods of interpretation, and a strong increase in com-
puter power have enabled us to obtain a detailed time-
space picture of the rupture process for several large earth-
quakes. For instance, special issues of the Bulletin of the
Seismological Society of America (BSSA) have been ded-
icated to the Loma Prieta, Landers, and Northridge, Cali-
fornia; Chi-Chi, Taiwan; Izmit, Turkey; and Hector Mine,
California, earthquakes. These studies revealed a complex
rupture history. Such factors as the spatially varying slip
distribution, complex fault geometry, and temporal delays
during rupture may be seen as extrapolating short-term
aftershock behavior to the origin time of a mainshock.
Comparing results on the rupture time history with short-
term aftershock distributions calls into question the usual
representation and models of earthquake source.

In this work I first investigate several aftershock se-
quences in southern California and then short-term earth-
quake properties in two global catalogs (the Harvard
Centroid Moment Tensor [CMT] and the Preliminary
Determination of Epicenter [PDE]). Next the results of these
statistical studies are compared to different models of the
earthquake process, such as a stochastic point process, rep-
resentations involving extended earthquake source proper-
ties, an earthquake source consisting of subevents with the
power-law size distribution, and finally a fractal source
model.

Aftershocks and Their Approximations

Two statistical regularities are commonly invoked in
studying aftershock distributions: the Omori law of after-
shock temporal occurrence rate (Utsu et al., 1995) and the
Gutenberg—Richter (G-R) relation (Utsu, 1999, 2002) for
their magnitude distribution. Hundreds of papers have been
published on these laws since their discovery by Omori
(1894) and Gutenberg and Richter (1941, 1944). Short-term
aftershocks deviate from these laws due to the specifics of
registration and interpretation, as well as the properties of
the earthquake source process. To study deviations in these
laws, we need first to discuss a methodology.
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Aftershock Temporal Behavior

Omori (1894) proposed the formula for aftershock rate
decay in time (f):

K
n(r) = P (D

where K and c¢ are coefficients and n(z) is the aftershock
frequency measured over a certain interval of time (df or Az).
Extensive investigations (Utsu [2002] and references
therein) have shown that equation (1) is a reasonable ap-
proximation for many aftershock sequences. Rubin (2002)
demonstrated that the Omori law is valid even for stacking
aftershock sequences of microearthquakes.

Presently a more complicated equation approximates
the aftershock sequence numbers:

n(f) = (2)

t + cy’

and it is called the “modified Omori formula” (Utsu, 1961,
1969; Utsu et al., 1995). Aftershocks often display second-
ary, tertiary, and so on, clustering, that is, strong aftershocks
have their own sequence of dependent events. Therefore, the
fit of aftershock numbers by equations (1) and (2) is often
unsatisfactory (Utsu et al., 1995).

To explain an earthquake occurrence in complex after-
shock sequences, as well as the foreshock/mainshock pattern
and background seismicity, stochastic point models have
been proposed over the years. The formula (equation 2) is
incorporated in the epidemic-type aftershock sequence mod-
els by Ogata (1988, 1998). The p coefficient value should
be larger than 1.0 in the stochastic process models, since
each shock is assumed to be a potential source of finite num-
bers of dependent events. Kagan and Knopoff (1987b), Ka-
gan (1991b), and Kagan and Jackson (2000) used a simpler
formula with the coefficient ¢ = 0, but they removed close-
by aftershocks from the catalog (see equation 18) and made
appropriate adjustments in the likelihood procedure (see
more details in Kagan [1991b]).

Ogata (1983) proposed a maximum likelihood algo-
rithm and a FORTRAN program to evaluate the parameters
of equation (2) and estimate their statistical uncertainties.
Ogata (1983, 1999) suggested using an additional parameter,
T,, the beginning of the time interval where equations (1)
and (2) are valid. Utsu et al. (1995) and Utsu (2002) re-
viewed the results of several studies of aftershock sequences
using the modified Omori formula and Ogata method.

This work considers only the early parts of aftershock
sequences where the aftershock numbers, especially in the
very beginning of a sequence, are relatively small. I employ
a robust procedure to approximate the aftershock rate decay.
For such purposes I use the original Omori equation (equa-
tion 1), but instead of using the time interval (f) between the
mainshock and an aftershock, I take its natural logarithm
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7 = logt as input for plotting and analysis. Hence I count
aftershock numbers in logarithmic time intervals (97 or At).
The advantage of 7 is that, for the time intervals much larger
than c, the aftershock numbers in equation (1) would be
uniform. In contrast, equations (1) and (2) anticipate that the
number of aftershocks in linear time intervals is uniform as
one approaches the mainshock origin time (t — 0), but that
proposition is not justified on observational grounds (see
Fig. 3). For time close to ¢t = 0, the aftershock rate behavior
is seen more clearly with logarithmic time intervals than with
linear bins, where their variations are smoothed due to the
large number of events in time intervals used.

If aftershocks are observed over a time interval ¢, — 1,,
we obtain the following statistical distribution:

Bo) = A1 X (3)
e+ ¢
where
L, + ¢
A =1 4
Ogtl+c ()

is the normalization coefficient and ¢ is the probability den-
sity function (pdf). The average logarithmic interval is

i , +
7= J TP(1)IT = A™! [rz log = ¢
T c
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where 7; = log t; and Li, is the dilogarithm function (Abra-
mowitz and Stegun, 1972; Prudnikov et al., 1992). Higher-
order statistical moments of equation (3) can be obtained
using symbolic manipulation programs like Mathematica
(Wolfram, 1999); they can also be expressed by polylogar-
ithms, Li,, and can numerically be estimated by Mathema-
tica. The standard deviation for the logarithmic time interval,
o, 18

7 12
o, = <J 2 Pp(r)or — fz> ) (6)

1

The empirical logarithmic moments (average and stan-
dard deviation) can easily be calculated for aftershock se-
quences:

T =

21 logt; @)
i=

S| =

and
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where n is the number of aftershocks in a sequence.

These empirical statistical moments can be used to ap-
proximate the aftershock distribution. One possibility is to
use the Omori law in its logarithmic form (equations 3—4)
but then apply equation (5) and a similar, more complicated
expression for o, to evaluate the ¢ coefficient. Figure 1 dis-
plays the dependence of T and o, on c. [ use #r;, = 0.0001
days and t, = 128 days. From the display, it is obvious that
for t, > ¢ > t, the dependence can be approximated by the
formula

A 100937197

c or ' ~ 103.27—1.7601. (9)

If aftershocks follow the Omori law (equation 3) exactly,
both ¢ estimates would be equal, that is, ¢’ = ¢".

Another possibility is to approximate the aftershock
numbers in logarithmically increasing time intervals by a
uniform (rectangular) distribution. In this case we expect the
distribution to start at 7, (the effective beginning time for an
aftershock sequence). Thus, an aftershock sequence is as-
sumed to continue from time #, to time #, with the uniform

rate, and the pdf

0 = —— (10)

2 0

This rate would be close to equation (3) for larger time in-
tervals. For the uniform distribution over the interval 7, —
79, the average time and the standard deviation are

_ 1
T =—-(1, —

1
> 1) and 0, = — (1, — 13). (11)

J12

Using these expressions, we can calculate the effective be-
ginning time, 7, if statistical estimates of 7 or ¢ are obtained
from equations (7) and (8).

If aftershocks follow the uniform distribution exactly,
the estimate is 7, = 7. However, since this approximation
is almost never exact, generally, it is 7y # 73. Hence the
difference in 7/, versus 7;; gives some measure of uncertainty
in the approximation. Later I use a geometric mean of two
values,

79 = JT070, (12)

to estimate the effective beginning time of an aftershock
sequence.

Figure 2 shows the values of 7, and 7 one obtains if
the aftershocks follow the Omori law (equations 3-4), but
their distribution is modeled by the uniform law (equation
10). Clearly 7, especially 7, is a reasonably good estimate
of the ¢ value. Moreover, by the logarithmic transformation
of time, I avoid using the 7, parameter (Ogata, 1983; Utsu
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Dependence of logarithmic statistical moments (average, 7, and standard

deviation, ¢,) on the coefficient ¢ for Omori law decay of aftershock numbers. Solid
line is 7, dashed line g,. Aftershock sequence is observed in time interval 0.0001-128

days.
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Figure 2.
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Dependence of effective beginning time for an aftershock sequence fol-

lowing the Omori law with coefficient ¢. Solid line is 7y, estimated using logarithmic
average time 7. Dashed line is 73, estimated using o.. Aftershock sequence is observed
in time interval 0.0001-128 days.
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et al. 1995), since it, as well as the ¢ parameter, is incor-
porated in the beginning time, 7. Therefore the logarithmic
transformation of time (equation 3) and the logarithmically
uniform distribution of events (equation 10) have clear ad-
vantages in statistical analysis of short-term aftershocks: a
smaller number of adjustable parameters that are estimated
by a simple statistical moment method (equations 7-8), ob-
viating the necessity for the complex Fletcher—Powell max-
imum likelihood search (Ogata, 1983).

Figure 3 is an example of aftershock sequence approx-
imation for four types of estimates (equations 9—11). Circles
are used for the numbers of aftershocks 2.4 = M = 2.0 for
the first 128 days following the 1992 Landers, California,
earthquake. The aftershock numbers are counted for time
bins decreasing by a factor of 2, so the values of 7 and &, in
equations (7)—(8) need to be multiplied by log 2. Four ap-
proximations are shown: two for the Omori law (equation
9) and two for the logarithmically uniform distribution
(equations 10-12). Since logarithmically decreasing time in-
tervals are used, the numbers decay to zero for t — 0. In the
regular Omori law (equation 1) the time bins are linear (Az).
Equation (1) anticipates that the aftershock numbers con-
tinue to increase as t — 0.

For longer time bins, aftershock numbers are the same
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(i.e., approximately uniform), but the numbers decrease for
time intervals of less than 16 days. Neither the Omori law
nor the uniform distribution fits the number decay well. Later
I will discuss the reasons for the aftershock number shortage
at small time intervals. The values of coefficients ¢ and 7,
based on T and &, are reasonably close.

Size Distribution of Aftershocks

The earthquake size distribution is commonly described
by the G-R magnitude—frequency relation (Gutenberg and
Richter 1941, 1944),

loglo n(M) = a — bM, (13)

where n(M) is the number of earthquakes with magnitude =
M and a and b are parameters: a characterizes seismic activ-
ity or earthquake productivity of a region and b describes
the relation between small and large earthquake numbers,
b~1.

Given the limited sensitivity of seismographic net-
works, small earthquakes are not completely sampled in
earthquake catalogs. This makes it necessary to introduce a
catalog completeness threshold (observational cutoff) M, and
truncate the distribution from the left:
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Figure 3. Distribution of aftershock numbers for the 1992 Landers, California,

mainshock. Aftershocks in magnitude range 2.4 = M = 2.0 are selected in spatial
window latitude 33.5°-36.0° N, longitude 116.0°~118.0° W and are shown by circles.
Aftershock sequence is observed in a time interval ending at 128 days after the main-
shock. They are counted in time intervals increasing by a factor of 2. Four approxi-
mations are shown: two for the Omori law and two for the logarithmically uniform
distribution (rectangular plots). Solid lines are the estimates based on the average log-

arithmic time (7); for dashed lines &, is used.
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log,o n(M) = a, — b(M — M, for M, = M, (14)

where q, is the logarithm of the number of earthquakes with
M= M,.

The b-value can be estimated by the maximum likeli-
hood method (Utsu, 2002):

b =[(M — M, + 005 X log(10.0)] ", (15)

where M is the mean magnitude of earthquakes M = M, —
0.05. The expression assumes that magnitudes are rounded
off to the closest 0.1 value; thus 0.05 is the correction for
magnitude discretization (Utsu [2002], his equation 16). The
standard error is b//n.

The magnitude threshold is most frequently estimated
by comparing the magnitude—frequency plot with the G-R
relation to see when the observational curve significantly
differs from the theoretical law (equation 14) for small earth-
quakes (Wiemer and Wyss, 2000; Kagan, 2003). Earth-
quakes below the threshold are normally removed from a
catalog before its statistical analysis. Unfortunately, such a
method for accurate threshold determination requires (1) that
at least several tens or hundreds of earthquakes be available
for analysis and (2) that earthquakes above the threshold
follow the G-R relation exactly. Short-term aftershocks
rarely meet these conditions. The number of aftershocks in
the immediate wake of a mainshock is often small, and in
many catalogs a reported magnitude exhibits many biases
and nonlinearities (Kagan, 2003), which make applying the
G-R law problematic.

Catalogs

The CalTech (CIT) data set (Hileman et al., 1973; Hut-
ton and Jones, 1993) was the first instrumental local catalog
to include small earthquakes (M =3), beginning in 1932. In
recent years even smaller earthquakes have been included in
the catalog. Presently the magnitude threshold is about 1.5
(Wiemer and Wyss, 2000).

The PDE worldwide catalog is published by the U.S.
Geological Survey; the catalog available at the time this ar-
ticle was written ended on 1 January 2001. The catalog mea-
sures earthquake size, using several magnitude scales, and
provides the body-wave (my,) and surface-wave (Mg) mag-
nitudes for most moderate and large events since 1965 and
1968, respectively. The catalog contains more than 50,000
shallow earthquakes with m, =5 from 1965 to 2001.

I study the earthquake distributions for the global CMT
catalog of moment tensor inversions compiled by the Har-
vard group (Ekstrom et al., 2003). The catalog contains more
than 14,000 shallow earthquakes in a time period 1 January
1977 to 1 January 2002. Of these, 4096 events have moment
magnitude M,, =5.8 (see equation 20).

Y. Y. Kagan

California Earthquakes

This section analyzes several southern California after-
shock sequences of large earthquakes. The two largest Cali-
fornia earthquakes of the twentieth century are among them:
the 21 July 1952 Kern County and 28 June 1992 Landers
events, as well as 23 April 1992 Joshua Tree, 17 January
1994 Northridge, and 16 October 1999 Hector Mine, re-
corded in the CIT catalog.

Temporal Distributions

Figure 4 displays the aftershocks of the 1952 M 7.5
Kern County earthquake in the first 2048 days of the se-
quence. It is obvious that whereas M =4.5 aftershocks are
distributed almost uniformly over log time, for the first 4
months after the mainshock, M <4 events are almost all
missing from the list. Richter (1955, p. 197) remarked that
“listing is certainly incomplete for the first few hours on July
21. ... Many shocks of magnitude over 4.0 must have es-
caped attention immediately following larger ones.” From
Figure 4 I conclude that although the CIT catalog is generally
complete in the early years up to M =3 (Hileman et al.,
1973), in the aftershock zone of the Kern County earthquake,
the magnitude threshold was significantly higher for the first
few months after the earthquake. The catalog is reasonably
complete for M =3 earthquakes outside the source region of
that earthquake even during the initial part of the aftershock
sequence.

Several factors may explain the weak aftershocks’ ab-
sence from our records. In addition to the influence of larger
aftershocks mentioned by Richter, general overlapping of
the seismic records makes identification and location of
many shocks difficult. Moreover, the seismographic network
usually undergoes significant change in the wake of a strong
event: some stations may be damaged during shaking, and
temporary and new permanent stations are installed in the
first days after a strong shock. If the magnitude range (AM)
of a catalog is large, the earthquake rate increases by several
orders of magnitude following a strong shock. This and
workforce limitations contribute to a significant inhomoge-
neity in earthquake catalogs for close-in-time aftershocks.

Timescales of these factors vary. Whereas administra-
tive and seismographic network changes require hours and
days to accomplish, seismic signal overlapping depends both
on record frequency range and the rate of aftershock occur-
rence. These latter effects should have a timescale on the
order of seconds and minutes. Rubin (2002) showed that
microearthquakes also display a down time of a few tens of
seconds following a mainshock, when the significant number
of aftershocks is missing.

Since the factors contributing to aftershock record in-
homogeneity are at least partly human related and depend
on such details of registration as the number of seismo-
graphic stations in an earthquake focal area, one should not
expect strict regularity in these patterns. This irregularity is
obvious in Figure 5, showing an aftershock distribution of
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Figure 4. Time-magnitude distribution of 1952 M 7.5 Kern County, California,
aftershocks. The window of latitude 34.8°-35.6° N, longitude 118.3°~119.3° W is used,;
the time interval is 2048 days after the mainshock.
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shocks. The window of latitude 33.5°-36.0° N, longitude 116.0°~118.0° W is used; the
time interval is 32 days after the mainshock.
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the 1992 Landers earthquake. The general time—magnitude
pattern is the same as for the Kern County events (Fig. 4):
larger aftershocks begin early in the sequence, whereas the
occurrence rate is progressively delayed for weaker events.
Due to improved seismographic network capabilities and the
computer availability for processing data, the delay in
weaker aftershock registration is much smaller for the Land-
ers event than for the Kern County earthquake.

The increased delay time for smaller aftershocks is ob-
served not only for mainshocks. The strong (M 6.5) Big Bear
aftershock, which occurred more than 3 hr after the Landers
event, had aftershocks of its own (I used the window of
latitude 33.9°-34.4° N, longitude 116.6°~117.2° W). These
aftershocks behaved similarly to those in Figure 5.

In Figure 6 I show aftershock numbers for the 1994
Northridge, California, earthquake, as recorded in the local
(CIT) and two global catalogs (PDE and CMT) for the first
32 days after the earthquake. The total number of CIT after-
shocks is 25, whereas only 9 events are present in the PDE
list. Although the magnitude threshold of the PDE catalog
is likely to be close to 4.5 in southern California, several
early aftershocks shown in the CIT catalog are not reported
in the PDE list. Some missing short-term CIT aftershocks
have M =5, that is, well above the PDE magnitude cutoff.
These events most likely are underreported as global net-
work seismograms are of lower frequency. Since strong
earthquakes have longer lasting long-period coda waves, it

Y. Y. Kagan

is more difficult to separate aftershocks and obtain their
parameters.

A similar explanation can be supplied for the smaller
number of aftershocks in the CMT catalog compared to the
PDE list. The CMT catalog uses seismogram records with a
period of a few tens of seconds (Dziewonski et al., 1981),
so a solution cannot be obtained for aftershocks closely fol-
lowing another large earthquake.

Kagan (1991a, 2003) noted significantly different num-
bers of aftershocks in various catalogs for the 1971 San Fer-
nando (California) and the 1999 Chi-Chi (Taiwan) earth-
quakes. Table 3 in Kagan (2003) demonstrated that the
shortest interearthquake time interval in catalogs depends
strongly on seismogram frequency and methods of seismic
record interpretation.

Figure 7 shows the numbers of aftershocks for the 1999
M 7.1 Hector Mine, California, earthquake as they depend
on time interval and magnitude range (AM). The numbers
demonstrate a similar relation: for time intervals longer than
the ¢ value, the distribution is approximately uniform, hence
they follow the Omori law (equation 3). For smaller time
intervals the numbers decay to zero. Similarly, as we see in
the displays of Figures 4 and 5, stronger aftershocks have a
smaller ¢ value. Narteau et al. (2002, their tables 2 and 4)
obtained a similar result: a decline of the ¢ value with mag-
nitude threshold increase when approximating the aftershock
rate of the Hector Mine earthquake with the Omori law. Note
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Figure 6. Time-magnitude distribution of 1992 M 6.7 Northridge, California, af-

tershocks. The window of latitude 34.0°-34.5° N, longitude 118.35°~118.80° W is
used; the time interval is 32 days after the mainshock. Circles, aftershocks M, =4.5
from the CIT catalog; stars, aftershocks mz, =4.5 from the PDE catalog; plus, aftershock

from the CMT catalog.



Short-Term Properties of Earthquake Catalogs and Models of Earthquake Source

1215

10 Co e "
® 10°F
[
o
E
=
c
X
[5]
s}
<
o
[}
= 1
<10 |

10° y—— 4 L ol —& 16 &

107° 1072 107 10° 10’ 107
Time since mainshock (days)
Figure 7. Aftershock numbers of the 1999 M 7.1 Hector Mine, California, earth-

quake. The window of latitude 34.0°-35.0° N, longitude 116.0°-116.5° W is used; the
time interval is 128 days after the mainshock. Solid line, all aftershocks, n = 4433;
circles, aftershocks 2.4 = M = 2.0, n = 2409; crosses, aftershocks 2.9 = M = 2.5,
n = 1356; pluses, aftershocks 3.4 = M = 3.0, n = 435; stars, aftershocks 4.4 = M
= 3.5, n = 205; diamonds, aftershocks M >4.5, n = 28.

that if aftershocks in a narrow magnitude range follow the
Omori law exactly, their sum (solid line in Fig. 7) cannot
satisfy this relation, since it is a mix of several distributions
with different ¢ values.

I do not show error bars for the aftershock numbers
displayed in Figure 7, since this would overload the dia-
grams. These uncertainties can be calculated according to
the Poisson process, that is, proportional to V/n. However, as
Kagan and Jackson (2000, their figure 6) argued, due to
earthquake clustering, the real uncertainties follow the neg-
ative-binomial distribution, which has larger error bars than
the Poisson distribution. For annual time intervals, Kagan
and Jackson (2000) found that the negative-binomial stan-
dard error is higher by about a factor of 2 than that for the
Poisson law. For smaller time intervals as shown in Figure 7,
the difference should be significantly higher.

In Figure 8 I show the dependence of the effective start-
ing time 7 on the aftershock magnitude range. This param-
eter was calculated similarly as in Figure 3 (see equations
11 and 12). Obviously, the large aftershocks start early in
the sequence.

In this figure I also show two time limits, which may
be useful in interpreting the results. One limit is time, ¢, for
an earthquake to rupture through the focal zone. If we as-
sume the rupture velocity v = 1.5 km/sec, the size of the

earthquake source 1 km for the M 4 earthquake, and the
source scaling relation

Lo« MY, (16)

where L is the source dimension and M, is the seismic mo-
ment of an earthquake (Kagan, 2002), then for unilateral
rupture propagation

L= 2 X 10M=92, (17)

in seconds.

The second limit, shown in Figure 8 is the magnitude-
dependent time interval #,; employed by Kagan (1991b) to
remove close-by aftershocks from a catalog to ensure its
homogeneity:

ty = 300 X 1072, (18)

in seconds. In this expression it is assumed that coda waves
of M 4 earthquakes last 300 sec.

The ty limit was established by inspecting earthquake
catalogs available at that time (Kagan, 1991b). These cata-
logs had a limited magnitude range of AM = 2.0-3.7 (Ka-
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Figure 8.  Effective starting time t for aftershocks of the 1999 M 7.1 Hector Mine,

California, earthquake. Solid line, 7,,; dotted line, 7); dashed line, 7{, see equation (11).
Vertical lines correspond to ¢, (dotted line) and #; (solid line) time limits; see equations
(17) and (18). Both limits are calculated for the Hector Mine earthquake.

gan, 1991b, his table 1). For the Hector Mine (M 7.1) earth-
quake the fy; time limit seems satisfactory for aftershocks
greater than M 4, that is, with a magnitude range on the order
of 3.0.

Figure 9 displays the effective beginning time 7, for six
large southern California earthquakes. The 7, parameter de-
pends on the magnitudes of the mainshock and aftershocks:
it increases with the mainshock magnitude but decreases
with the aftershock magnitude. Both of these regularities can
easily be explained: larger mainshocks have longer coda and
a larger number of aftershocks. Therefore, the overlapping
of earthquake records is more likely to occur. Larger after-
shocks, on the other hand, have a better chance to be selected
and processed from a complex record. Early M =4 after-
shocks of the Kern County earthquake may not have been
processed deliberately; M >4 aftershocks follow the pattern
exhibited by the aftershocks of other large events.

From Figure 9 the dependence of 7, on the aftershock
magnitude M, can be approximated by an expression

7o ~ 10Mm~Ma=4 days, (19)

where M, is the mainshock magnitude.

Reasenberg and Jones (1989, 1994) investigated after-
shock sequences of 62 (M, =5.0) mainshocks (1933—-1987)
in California. They used aftershocks with the magnitude
M, = M, — 3.0. For these sequences they obtained an av-
erage value of the ¢ coefficient of 0.05 days. Figures 4, 5,

8, and 9 and equations (18) and (19) in general confirm their
result.

Size Distributions

Figure 10 displays the normalized magnitude—fre-
quency relations for short-term aftershocks of the 1992
Landers earthquake. Aftershocks are sampled in logarith-
mically increasing time intervals. Aftershocks in the early
part of the sequence are clearly depleted of smaller events.
For comparison I also show earthquake size distribution for
the same spatial window in the period 1990-2001. The mag-
nitude—frequency plot for larger aftershocks is approxi-
mately parallel to the 1990-2001 curve, but for smaller
earthquakes there is a deficit of events. Only for the largest
time intervals (more than 8 days) are the aftershock curves
parallel to the 1990-2001 curve over the entire magnitude
range.

The magnitude—time plot in Figure 5 confirms this pat-
tern: even its visual inspection suggests that many weak
earthquakes are missing or underreported from the catalog
in the first hours and days of the aftershock sequence. The
display for the Landers earthquake (not shown), similar to
Figure 7 and Figure 9, also supports this observation.

Wiemer and Katsumata (1999, their figure 2) have
shown that the magnitude threshold M, for the Landers af-
tershocks rises significantly in the immediate wake of the
mainshock. They obtained the values M; = 2.9 and 2.7 for
the time interval closest to the mainshock origin time and
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Figure 9. Effective starting time 7, for aftershocks of southern California earth-

quakes. Diamonds, 1952 M = 7.5 Kern County; circles, 1992 M = 6.1 Joshua Tree;
crosses, 1992 M = 7.3 Landers; squares, 1992 M = 6.5 Big Bear; pluses, 1994 M =
6.7 Northridge; stars, 1999 M = 7.1 Hector Mine.

for the northern and southern Landers aftershock zone, re-
spectively. This is significantly smaller than one would ob-
tain from the first two closest curves in Figure 10 by simply
extrapolating curves to the ordinate equal to 1.0. What is the
most likely reason for such a discrepancy? Wiemer and Kat-
sumata (1999) used 300 events to obtain the M, value. As
Figure 5 demonstrates, the magnitude threshold decreases
rapidly with the increase in time interval; thus, if one aver-
ages the magnitude—frequency relation over many after-
shocks, this would yield only the average M, value, which
may misrepresent the high-magnitude threshold value for
short-term aftershocks.

Wiemer et al. (2002, their figure 2) repeated similar
determinations of M, for the Hector Mine aftershock se-
quence. They obtained as the highest M, value about 3.5; the
threshold magnitude reached the value 2.0 after only 3 days.
They used 100 events for determining the M,. Due to the
smaller event number, these results may better agree with
Figure 8, where we see 1, ~ 3 days for M 2 and 1, =~ 0.01
days for M 4.

In Figure 11 I summarize the results of the b-value de-
termination in logarithmic time intervals for five aftershock
sequences. I evaluate the b-values using equation (15) and
use M, = 2 for all sequences except the Kern County earth-
quake, for which M, = 3 is applied. For small time intervals
the b-values are strongly biased due to the lack of small
aftershocks in the catalog. However, by comparing these
values to the b-value for the whole southern California area

(solid line, b = 1.0), I again infer the properties of short-
term aftershocks. The b-values reach the 1.0 level at time
intervals approximately equal to 1, when the time-
dependent threshold magnitude reaches the level of the gen-
eral M, for southern California (Fig. 9).

The b-values continue rising slowly even for larger time
intervals. This pattern, increasing b-values in the later part
of the aftershock sequences, is found in many investigations.
However, it has been obtained through a retrospective anal-
ysis of earthquake catalogs. During such an analysis, earth-
quake sequences are subdivided into foreshocks, main-
shocks, and aftershocks, a categorization possible only after
the whole sequence of events is available. Frohlich and
Davis (1993) found that the difference in b-values for main-
shocks and aftershocks is caused by some subtle systematic
effects due to event selection. In real-time evaluation, one
does not know whether a large earthquake will be followed
by an even larger event. Therefore, predicting a lower b-
value in the wake of such an earthquake would depend on
the condition that this earthquake is not a foreshock of a
stronger event.

Missing Earthquakes

As discussed earlier, many short-term aftershocks are
missing (or underreported) from the catalog. How can I at
least approximately evaluate their number? I first need to
define missing events. One way to define missing earth-
quakes is a comparison of different earthquake catalogs.
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Figure 10. Magnitude—frequency distribution for 1992 M 7.3 Landers, California,
aftershocks. The window of latitude 33.5°-36.0° N, longitude 116.0°~118.0° W is used;
time interval is 128 days after the mainshock. Solid line, all earthquakes in 1990-2001,
n = 36,643; crosses, aftershocks less than 0.063 days, n = 20; circles, aftershocks
0.063-0.5 days, n = 209; dotted line, aftershocks 0.5-2 days, n = 690; dash-dotted
line, aftershocks 2—-8 days, n = 2655; dashed line, aftershocks 8-32 days, n = 4570;

diamonds, aftershocks 32—128 days, n = 4559.

Kagan (1991a, 2003) discussed many cases where earth-
quakes listed in one catalog are not shown in another data
set, even if the reported magnitude is well above the mag-
nitude threshold of the latter catalog (see also Fig. 6). Usu-
ally such a difference is observed for clustered events, as in
aftershock sequences. Local catalogs normally report more
events than global data sets. The number of such underre-
ported events in global data sets is usually a few percent of
the total earthquake number.

However, here I am interested in missing short-term af-
tershocks due to overlapping records and other effects; in-
specting Figures 4, 5, and 7-9 suggests that their number
may be significant. Earthquake catalogs are constructed by
determining location, magnitude, origin time, and some-
times the parameters of earthquake focal mechanism through
interpretation of seismograms. The most important factor
here is earthquake location; if it has not been determined, it
is usually impossible to estimate other characteristics. The
location (hypocenter coordinates) is generally determined
based on the arrival time of body waves. Such arrivals are
difficult to find if seismic records overlap when several
earthquakes have occurred in approximately the same time
and location. This commonly happens at the beginning of
an aftershock sequence.

However, the effects of such overlapping can be alle-

viated by using higher-frequency seismograms from stations
closer to the earthquake source region. For example, Vidale
et al. (2003) found “several times more events in the first
few minutes than are recorded in the best catalogs” in high-
pass filtered seismograms.

Even in local catalogs there is a significant time gap
between the end of the mainshock rupture (¢, in equation 17)
and the beginning of the aftershock sequence (see Figs. 4—
6). If a very strong aftershock comparable in magnitude to
a mainshock were to occur near the rupture end, it might be
attributed to the mainshock process as a late subevent, ex-
tending the rupture duration. Hence, depending on the time
delay and the seismologist’s decision, a very large aftershock
may appear early at any place in an aftershock sequence.
Moreover, a gap in the short-term aftershock sequence could
be a factor in identifying the main phase of earthquake rup-
ture. Thus, one cannot base the definition of the beginning
time on an observation of only a few events.

As soon as the beginning of an aftershock sequence is
selected, the number of missing earthquakes can be com-
puted easily. I extrapolate the temporal aftershock distribu-
tion to the starting time as shown, for example, in Figure 3.
In Figure 12 I display the results of this extrapolation for the
1992 Landers aftershocks. The extrapolation goes to either
the ¢, value (equation 17) or to the 32 X ¢, value, which
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Figure 11.  Temporal behavior of b-values for aftershocks of southern California

earthquakes. Solid line, b-value for 1990-2001 seismicity in the window latitude:
32.5°-36.0° N; longitude: 115.0°~121.0° W; n = 50,664; diamonds, 1952 M 7.5 Kern
County; crosses, 1992 M 7.3 Landers; stars, 1994 M 7.1 Hector Mine; pluses, 1994 M
6.7 Northridge; circles, 1992 M 6.1 Joshua Tree.

corresponds roughly to observing the first strong after-
shocks, or to the t; value (equation 18).

For the first extrapolation curve, the number of small
(M =3.0) missing aftershocks exceeds the number of reg-
istered events. For the smallest events (M 2), the ratio of
underreported to registered aftershocks is about 3. The total
number of missing events is about 28,000, that is, it exceeds
the total number of aftershocks in the time interval of 0-128
days by a factor of 2.2 and is comparable to the total number
of earthquakes in southern California in the 1990-2001 pe-
riod (n = 50,664; see Fig. 11). The situation is similar for
the second curve. Increasing the beginning time of an after-
shock sequence by a factor of 32 does not significantly
change the events ratio: the total for missing aftershocks is
about 17,500. The number of underreported events signifi-
cantly differs for the third curve, where I extend the begin-
ning time of aftershock sequences toward the ty; value (equa-
tion 18). The total number is 9001, and almost all (8924) are
in the magnitude interval 3.0 > M = 2. Only these numbers
are comparable to the numbers of registered aftershocks. As
mentioned earlier (near equation 18), this #y; value has been
selected for catalogs with a more limited magnitude range
than the present CIT catalog.

In all of these calculations I counted the primary after-
shocks only (i.e., those that are due to the mainshock). Each
of these strong aftershocks may have its own subsequence
of secondary aftershocks. In the secondary sequence, short-

term events may not be registered either (see the T values
for the Big Bear aftershock in Fig. 9). The total effect of this
clustering is a lack of additional earthquakes. Therefore, the
number of missing earthquakes shown is considered conser-
vative.

Global Seismicity

I analyze two global earthquake catalogs: the PDE and
the Harvard lists. Instead of considering a few strong earth-
quakes as in the CIT catalog, this investigation takes all shal-
low (0-70 km) earthquakes greater than M 6 as mainshocks
and looks for an earthquake pattern following these events.
Some of these strong earthquakes can be foreshocks or af-
tershocks of preceding events. In principle, one could set up
window boundaries conditional to the occurrence of strong
earthquakes in the neighborhood of the aftershock sequence
to be investigated. However, these conditions may become
complicated and the results of the analysis turn out less trans-
parent and reproducible. Since I am interested in short-term
aftershock sequences, the effects of the sequence overlap
would be small. To faithfully take into account the clustering
effects of strong earthquakes, one would need to apply the
methods of stochastic point processes (Kagan and Knopoff,
1987b; Ogata, 1988, 1998; Kagan, 1991b). Again, in this
preliminary study I want to use the simplest methods, so that
results can easily be understood.
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Comparison registered and missing aftershocks of the 1992 M 7.3 Land-

ers, California, earthquake. Solid line, registered events; dashed line, missed events,
extrapolation to ?,, see equation (17); dash-dotted line, missed events, extrapolation to
t = 32 ¢; dotted line, missed events, extrapolation to f;, see equation 18.

Since the magnitudes in the PDE catalog (m;,, and My)
saturate for large magnitudes (Kagan, 1991a, 2003), in an-
alyzing aftershock patterns in this catalog I use mainshocks
from the Harvard catalog. I determine moment magnitude
in the CMT list by the formula

2

M
Y3

loglo MO - 6.0, (20)

where scalar seismic moment M, is measured in newton
meters.

Kagan (2003) determined magnitude thresholds for the
Harvard catalog. These thresholds are lower than 6.0
throughout the 1977-2001 catalog. Therefore, all CMT
mainshocks are complete. However, to study aftershock se-
quences for the CMT list (discussed later) I select the 1982—
2001 subcatalog with the threshold M, 5.6.

The magnitude threshold for the PDE catalog is more
difficult to evaluate. Several magnitudes are listed in the
catalog; their threshold changes over time and seismic re-
gions. Kagan and Knopoff (1980) found the PDE threshold
around 5.0 and selected M, 5.3 in their seismicity analysis.
Habermann er al. (1993) determined the m, magnitude
threshold around 5.0 for the PDE catalog. Willemann
(1999a,b) showed that the m,, threshold changes in time and
space for the ISC catalog and suggested that the M, values
fluctuate between 4.0 and 5.0. The PDE thresholds should

be similar to those of the ISC catalog. I decided to use M,
4.5 for the PDE catalog here; this value is most likely too
low an estimate, but would yield a greater number of after-
shocks that can be used to evaluate the basic properties of
short-term sequences.

In selecting shallow (0-70 km) aftershock sequences in
global catalogs, I use the time limit of 128 days and a spatial
circular window with a radius, R:

R =20 X 10M-92 km, (21)

The radius is larger by a factor of 2 than the one used in
equation (16), since location errors are higher in global cat-
alogs (Kagan, 2003).

Figure 13 displays the numbers of aftershocks in the
PDE global catalog in a format similar to Figure 7. Contrary
to the plots in the California earthquakes section, we use
combined (stacked) aftershock sequences of many main-
shocks here. Some very large mainshocks may have only a
few aftershocks, whereas others have extended aftershock
sequences. All the curves show similar behavior. The num-
ber of aftershocks is approximately uniform at larger loga-
rithmic time intervals, indicating that generally aftershocks
follow the simple Omori law (equation 3). For smaller time
intervals, the aftershock rate decays and the decay rate is
stronger for smaller aftershocks.
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Figure 13.  Aftershock numbers for the PDE global earthquake catalog; time limits

are 1 January 1977 to 31 December 2001. Time interval limit is 128 days after the
mainshock. Solid line, all aftershocks; circles, aftershocks 4.6 = m, = 4.5; crosses,
aftershocks 4.8 = m, = 4.7; pluses, aftershocks 5.1 = my, = 4.9; stars, aftershocks
5.7 = my, = 5.2; diamonds, aftershocks m, >5.7. Magnitude limits for mainshocks are
M, =8.0, the mainshock number is 14, and the aftershock numbers are 2250, 535, 601,

580, 416, and 118, respectively.

Figure 14 shows the 1, curves for mainshocks of dif-
ferent magnitude ranges. The m,, aftershock sequences begin
earlier than the My aftershocks. The former magnitude is
determined by the 1-sec P waves, whereas the Mg magnitude
is based on the 20-sec surface waves, which are more dif-
ficult to identify in the mainshock coda. Although stronger
mainshocks generally have a longer delay in their aftershock
sequences, the 1, dependence on M., is not as obvious as in
Figure 9. It is difficult to understand what causes such a
difference. It may be due to interference of several after-
shock sequences in complex earthquake clusters (see the be-
ginning of this section), but additional investigations are
needed.

Figure 15 shows the numbers of registered and missing
aftershocks for 6.5 > M = 6.0 CMT mainshocks, using the
my, magnitude in the PDE catalog. From the behavior of the
magnitude—frequency relation closer to the magnitude
threshold, one sees that the M, value needs to be higher to
ensure the completeness of the catalog; M, 5.0 seems to be
a more appropriate choice. The number of missing after-
shocks for the ¢, starting time is high, comparable to the
number of registered events.

The numbers of missing events remain relatively high
if I increase the beginning time for aftershock sequences to
64 X t, that is, the time when the first aftershocks appear
in the PDE catalog (cf. table 3 in Kagan [2003]). From Figure

6 and similar observations of aftershock sequences in local
and global catalogs, the starting time for my, aftershocks
should be greater than the time for the local catalogs. The
missing event numbers for M, 4.5 are about 300-700 for
each of the mainshock magnitude intervals. If the magnitude
threshold is raised to M, 5, the numbers are around 30-150.
This means that the PDE catalog is significantly nonuniform
in the wake of strong earthquakes. However, if one excludes
all aftershocks closer than #,; from the catalog, there are a
few missing aftershocks. There are a few underreported
events in the mainshock magnitude range 6.5 > M = 6.0
only. These events may be due to overlapping aftershock
sequences in complex records of strong earthquakes.

A similar study of the CMT catalog shows that the num-
ber of missing earthquakes is relatively small. Since the CMT
catalog is based on an analysis of low-frequency waves, the
first aftershocks are registered later than in the PDE or CIT
catalogs. Figure 6 in Kagan (2003) suggests that the after-
shock starting time is about 0.06 days for earthquakes in this
8.0 > M = 7.5 magnitude range. Calculating the number of
missing aftershocks using #. X 256 starting time yields val-
ues smaller by an order of magnitude compared to the num-
ber of registered events. If one increases the beginning time
to ty (equation 18), the number of missing events becomes
so small that we can neglect this effect in most statistical
analysis problems.
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Figure 14.  Effective starting time 7 for aftershocks of the two global catalogs (PDE

and CMT). Magnitude limits; dotted line, 6.5 > M,, = 6.0; dashed line, 7.5 > M, =
7.0; solid line, M,, =8.0. The respective mainshock numbers are 1478, 124, and 11 for
the CMT catalog and 1822, 166, and 14 for the PDE list. Circles, CMT aftershocks;
stars, PDE aftershocks, Mg magnitude; pluses, PDE aftershocks, m, magnitude.

Representing Earthquake Sources

What do the results of the previous sections signify for
models of earthquake source? From what I see in the short-
term distributions of aftershock numbers, it appears likely
that the ¢ coefficient in the Omori law representations (equa-
tions 1-3) is close to zero. A partial confirmation for such a
conclusion can be found in many observational attempts to
estimate the value of the coefficient and to determine its
relationship to tectonic and geophysical variables. Empirical
c values exhibit great, seemingly unpredictable variations
(Utsu, 1961, 1969; Ogata, 1983, 1998; Davis and Frohlich,
1991; Utsu et al., 1995; Nyffenegger and Frohlich, 2000).
However, from table 1 in Utsu et al. (1995) or tables 2-5 in
Narteau et al. (2002), it is clear that for stronger aftershocks
c—0.

The condition ¢ = 0 implies a singularity: infinite en-
ergy release at the earthquake origin time. However, the
Omori law (equations 1, 2) is formulated for an instantane-
ous model of earthquake source. Clearly, it should be mod-
ified as soon as earthquake rupture over an extended source
region is considered. One possibility of such modification is
to use the c coefficient comparable in value with earthquake
rupture time, f.. But such a model would not predict decay
of the aftershock rate for times very close to the mainshock
time, when no aftershocks are registered during the rupture

process. Secondly, it would fail to connect aftershock oc-
currence with the complexity of earthquake rupture.

Is this relative lack of short-term aftershocks due to the
properties of earthquake source, or can it be partly attributed
to various technological and administrative factors? If the
latter assumption is true, then the behavior of long-term af-
tershocks can be extrapolated to very short time intervals
and, finally, to the earthquake rupture process itself. Recent
results for inversion of earthquake rupture history, using
seismological, geological, and geodetic data (see subsequent
text and the Introduction), strongly suggest that over very
short time intervals rupture propagates as a slip pulse (Hea-
ton, 1990). The pulse exhibits great variations in amplitude,
propagation velocity, direction of displacement, and geo-
metric complexity of fault zone. Do these arguments mean
that rupture propagation complexity can be represented by
a mechanism similar to aftershock occurrence? To answer
this question we need to consider various representations of
earthquake source.

Observational Evidence

In the least detailed representation, the source is given
as a point in a multidimensional space, that is, as a delta
function:

o (1, x, M, q), (22)
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Figure 15. Comparison registered and missing aftershocks in the PDE catalog (1,

magnitude) for 6.5 > M = 6.0 CMT mainshocks. The mainshock number is 1822. Solid
line, registered events; dashed line, missed events, extrapolation to 7., see equation (17);
dash-dotted line, missed events, extrapolation to t = 64 ¢; dotted line, missed events,
extrapolation to f;, see equation (18). If intervening values are zero, signs are not

connected by a line.

where x are the coordinates of a hypocenter and ¢ is a nor-
malized quaternion, a short description of a double-couple
focal mechanism (Kagan, 1982). The models, using sto-
chastic point processes (Kagan and Knopoff, 1987b; Ogata,
1988), assume this representation of the earthquake process.

The next step in a more detailed representation of the
earthquake process involves describing earthquakes as
sources extended in time and space with varying focal mech-
anisms. Commonly such descriptions are available only for
particular earthquakes or sets of a few earthquakes. Recently
new catalogs started to appear in which the earthquake
process develops in time (Tanioka and Ruff, 1997; see
www.geo.lsa.umich.edu/SeismoObs/STF.html) or as seis-
mic moment rate release in space-time (McGuire et al.,
2001). In a series of papers, Houston (2001, and references
therein) analyzed temporal behavior of seismic moment re-
lease. Earthquake time functions displayed in her figure 6
show a complex release of seismic moment, in many cases
several separate subevents can be identified.

In the final detailing of extended sources, the earthquake
rupture process is presented in the issues of the BSSA men-
tioned earlier. These article collections describe earthquake
rupture history as a slip over an assumed fault plane or fault
planes propagating with near elastic wave velocity. Several
time-space history maps for mainshocks were published in

the BSSA: for Loma Prieta, Wald et al. (1991); for Landers,
Cohee and Beroza (1994), Wald and Heaton (1994); for
Northridge, Wald et al. (1996), Zeng and Anderson (1996),
and Thio and Kanamori (1996); Chi-Chi, Chi et al. (2001),
Ma et al. (2001); Izmit, Delouis et al. (2002), Bouchon et
al. (2002); and Hector Mine, Kaverina et al. (2002). In these
articles, rupture velocity is found within 50%—-85% of the S-
wave velocity, although in one case (Bouchon et al. [2002])
a super-shear velocity is suggested. The velocity is often not
constant, and time delays in rupture propagation are also
indicated. The slip distributions are very complex; in some
cases (Delouis er al. [2002], Kaverina et al. [2002]), slip
events behind main slip pulse are noticed. The geometry of
the fault zone as revealed by Earth surface ruptures is com-
plex; often fault branching is also seen.

Deterministic and Stochastic Models
of Earthquake Source

In all deterministic representations of earthquake source
(Aki and Richards, 1980), the rupture process is modeled as
a combination of delta functions with smooth distributions
of slip over time and space subsets. For example, earthquake
slip onset is usually represented as a ramp function, which
can be expressed as
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jJ [6(t, — xlv) — 6(t, — x/v)] df, (23)

where t, — ¢, is the rise time of a rupture pulse and v, is the
propagation velocity in the x direction.

Thus, the standard models of earthquake occurrence en-
vision strong delta function singularities in time and space.
These models fail to explain the temporal complexity of
earthquake rupture and aftershock occurrence or the geo-
metric complexity of the earthquake fault system. Additional
assumptions and hypotheses are commonly invoked to ex-
plain earthquake source complexity.

Since the late 1980s many models of the earthquake
process employing scale-invariant or fractal formalism have
been proposed, some based on a concept of the self-
organized criticality (for example, Bak and Tang [1989] and
Cowie et al. [1995]; for more extended reviews see Main
[1996] and Sornette [2000]). However, all these models en-
vision an earthquake (mainshock or aftershock) as an indi-
vidual event. Hence the complexity of earthquake sources
needs to be explained by a separate mechanism.

Frankel (1991) and Zeng and Anderson (1996) pro-
posed representing an earthquake as a large collection of
subevents with a fractal distribution of their sizes. Earth-
quake propagation is seen as rupture jumping from one sub-
event to another.

In a fractal model of earthquake rupture propagation
(Kagan and Knopoff, 1981; Kagan, 1982), we proposed con-
sidering each subevent (Frankel, 1991) as a tight cluster of
elementary dislocations. The fractal model replaces delta
function singularities in time, space, and focal mechanism
by weaker power-law singularities. For instance, the delta
function in time (or an integral of a delta function, see equa-
tion 23) is replaced by the Omori law—like distribution (pdf)
of time delays (Af) between elementary subevents:

d(AD) o« (A~ ° (24)

where the exponent 8 is close to 0.5 for shallow seismicity
(Kagan and Knopoff, 1981).

Similarly, the spatial characteristics of earthquake rup-
ture are usually represented as a delta function. Let us use
the coordinate system x = {x, y, z}, so that the x and y
coordinates are in a fault plane. Then d(z) represents the fault
plane in the standard (Euclidian) models of earthquake rup-
ture (Ben-Zion and Sammis, 2002). Kagan (1982) proposed
to replace the delta function by a weaker singularity:

$) o~ (25)
Z

A comparable distribution controls variation of focal mech-
anism orientation: almost all 3D rotations of the focal mech-
anism are very small, although occasionally a fault plane is
allowed to branch or a slip vector to change its direction
significantly (Kagan, 1982). The variation of earthquake slip
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amplitude is also controlled by a fractal branching mecha-
nism. The weaker singularities, as shown in equations (24)
and (25), can be incorporated naturally in a stochastic model
of earthquake rupture development, replicating complex fea-
tures of earthquake occurrence.

Simulations based on the fractal model of earthquakes
reproduce visual characteristics of earthquake fault systems
and the temporal complexity of earthquake moment release
during earthquake rupture and foreshock/aftershock se-
quences (Kagan and Knopoff, 1981; Kagan, 1982). The sta-
tistical properties of synthetic sequences are also similar to
those obtained in empirical analysis.

Thus, the fractal model envisions both the short- and
long-term rupture process as discontinuous everywhere in
time-space-focal mechanism manifold. However, almost all
the jumps are infinitesimal, that is, well below the resolution
power of observation systems. Therefore, nearly continuous
tight clusters of subevents are interpreted as individual earth-
quakes—foreshocks, mainshocks, and aftershocks—while
the degree of such subdivision depends on the available res-
olution technology.

The consequences of the fractal model are substantial.
For example, I compute the number of elementary subevents
necessary to model the seismicity of southern California.
Field et al. (1999) proposed that the total seismic moment
rate is approximately 10'° N m/yr. If one would like to rep-
resent earthquake occurrence at the level M 2 shocks, on
average 107 events/yr would be necessary. Surely, as men-
tioned earlier, these subevents would be concentrated in
groups with little variation of the basic parameters: these
subsets would normally be recognized as individual earth-
quakes. However, with increased resolving power of modern
instrumentation and computing capability, such a fractal rep-
resentation may become normal in future earthquake occur-
rence analysis.

Investigating Short-Term Seismicity Patterns

What are the possibilities for observationally confirming
the fractal model of earthquakes and in particular the behav-
ior of short-term aftershocks in the time period between the
end of the mainshock rupture and the emerging power-law
temporal decay for weaker aftershocks? Presently determin-
ing earthquake parameters is based both on the arrival times
of earthquake body waves and constructing a hypocenter
solution using these times. More sophisticated methods of
body-wave correlation (see, for example, Waldhauser and
Ellsworth [2000]) have significantly improved hypocenter
location accuracy, but these methods cannot resolve over-
lapping, complex seismic records in short-term aftershock
sequences. Perhaps a systematic effort to interpret these seis-
mograms using traditional methods may yield a significant
number of additional earthquake events (Vidale et al., 2003).

Placing many seismographic stations in an earthquake
focal zone and boreholes should also help to identify close-
in-time aftershocks. However, when one approaches the
mainshock closer in time, the traditional methods of seis-
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mogram interpretation would eventually fail, since strong
coda waves of a mainshock and strong aftershocks imme-
diately following it make identifying body-wave arrivals im-
possible.

Presently coda waves are modeled as randomly scatter-
ing waves in a laterally heterogeneous medium (Sato and
Fehler, 1998). To obtain the entire history of earthquake
occurrence, one would need to deconvolve overlapping seis-
mic records immediately following a large earthquake. To
accomplish this, one should model the entire wave train of
an earthquake, that is, to faithfully reproduce the Green’s
function for an earthquake. Increased computer power may
enable this approach by using either an empirical Green’s
function of later aftershocks for deconvolution or by com-
puting the 3D theoretical synthetic Green’s function for a
laterally inhomogeneous Earth (Bunge and Tromp, 2003).

Discussion

Properties of short-term aftershocks have not been the
focus of seismological research. Therefore, no special effort
was spent in properly arranging the seismographic network,
collecting specific data, and analyzing the results. The avail-
able short-term catalog data apparently have drawbacks
similar to data on earthquakes below the magnitude com-
pleteness threshold: although catalog compilers commonly
include these events in a data set, apparently less attention
is paid to ensure the uniformity of time and space coverage.
Here I consider the problems specified in the Introduction.

Statistical Analysis of Earthquake Catalogs

In the statistical analysis of earthquake catalogs, it is
important to have a catalog uniform in time, space, and mag-
nitude. Catalog nonuniformity may introduce unexpected bi-
ases into the results of statistical analysis. For example, I
show that the magnitude distribution for the short-term af-
tershocks significantly differs from the distribution of all
other events and long-term aftershocks. This size distribu-
tion difference is caused mainly by missing small after-
shocks, that is, it is most likely an artifact.

There is another significant consequence of this study
for many interpretations of statistical properties of seismic-
ity. As suggested in the previous section, identifying an in-
dividual earthquake cannot be justified objectively. What is
usually considered an earthquake event is not a well-defined
physical entity, but the result of a complex process of reg-
istration and interpretation where properties of seismo-
graphic network and seismogram processing techniques de-
termine, to a crucial degree, what would be called an
earthquake. For example, figures 2 and 3 in Houston (2001)
demonstrate that earthquake source time functions deter-
mined by various investigators may differ significantly, in
her figure 15 earthquake durations measured by Tanioka and
Ruff (1997) and Bilek and Lay (1999) often disagreed by a
factor of 2 and more. Figure 6 and many examples in Kagan
(2003) demonstrate that in different earthquake catalogs the
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same sequences are represented by different numbers of
earthquakes.

Kagan (1991a) argued that an earthquake sequence may
be better suited for analysis as an independent entity. The
total seismic moment of a sequence does not depend on how
many individual earthquakes the sequence is subdivided
into. Commonly used earthquake catalog declustering (re-
moving aftershocks) attempts a similar job, since main-
shocks remaining in a declustered catalog are, in principle,
statistically independent. Hence, they can be considered as
individual entities. Declustering is difficult because (1) an
aftershock cannot be unambiguously identified and (2) de-
leting these events leaves holes in a catalog that may again
lead to biases.

The CMT catalog, which uses long-period seismic re-
cords and includes many short-term aftershocks in its defi-
nition of a mainshock (Kagan, 2003), comes closer to a set
of earthquake sequences than other data sets. This is one
reason that the earthquake size distribution results obtained
from this catalog are more robust (Kagan, 1991a).

The process of earthquake catalog compiling is not cur-
rently formalized or even well described. Hence, only by
careful catalog inspection can one infer properties and bi-
ases. This lack of sufficient knowledge for the seismogram—
catalog transition hampers any attempt to model the earth-
quake process for comparing the model predictions to em-
pirical data. Therefore, in interpreting the results of statistical
analysis of catalogs, one must be aware of which perceived
regularities are due to catalog compilation peculiarities and
which (if any) to physical processes of earthquake occur-
rence. Moreover, in analyzing seismicity patterns statisti-
cally, a clear distinction should be made between empirical
seismicity models (like Kagan and Knopoff, 1987b; Ogata,
1988; Kagan, 1991b; Kagan and Jackson, 2000) that may be
appropriate for earthquake potential forecast purposes and
stochastic models that attempt to reproduce underlying
physical process (Kagan and Knopoff, 1981; Kagan, 1982).

Theoretical Modeling of Earthquake Occurrence

This work has implications for theoretical models of
earthquake occurrence and rupture. First, from statistical
analysis of short-term aftershocks, it seems likely that the ¢
coefficient in the Omori law formulation (equations 1-3) is
not a physical property of an earthquake process, but reflects
various instrumental and man-made factors. The real value
of the coefficient is more likely close to the rupture time of
an earthquake, that is, the time when the point model of
earthquake source is no longer valid. If this conjecture is
true, then the ¢ value depends on geometrical and kinematic
properties of the earthquake source zone. This would imply
that the models employing a nonzero ¢ coefficient need to
be revised.

The second and more important conclusion of these in-
vestigations relates to the problem of earthquake identifica-
tion. If the earthquake process is controlled by a fractal dis-
tribution, then designating an individual earthquake again
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depends on technological and subjective features, as de-
scribed in the previous subsection. Thus, an earthquake does
not represent a well-defined physical object. In almost all
physical models of earthquake occurrence, defining an earth-
quake or an earthquake fault is crucial to model functioning.
Although the beginning of a shallow earthquake rupture
is commonly (but not always) quite abrupt, its end is difficult
to define unambiguously. Aftershocks immediately follow
the mainshock rupture, and existing technology does not al-
low us to identify short-term aftershocks reliably. When
such identification becomes possible, where and how does
one draw a boundary between the end of one earthquake
rupture and a quiet period preceding the next earthquake
occurrence? Considering the possibility that the G-R rela-
tion can be extended to magnitude values well below zero,
and since an earthquake rupture at a lower level may be
continuing during the aftershock sequence, does the quiet-
period exist at all? An earthquake identification may depend
on a numerical value for the quiet-period criterion. Hence,
different criteria would yield various earthquake numbers.

A Fractal Model of Earthquake Source Process

The results of this study make the fractal model of earth-
quake process proposed by Kagan and Knopoff (1981) and
Kagan (1982) more convincing. Until recently the resolution
power of seismic and geodetic instruments and computing
power were insufficient to retrieve necessary details of the
earthquake rupture process. In the near future it may be pos-
sible to obtain both a detailed rupture history of earthquakes
and a progression of dependent subevents (fore- and after-
shocks) as an indivisible picture of the rupture process.

Kagan and Knopoff (1987a) and Kagan (1990), (see
also Zolotarev [1986]; Uchaikin and Zolotarev [1999]) pro-
posed that the temporal and spatial complexity of the earth-
quake source is due to random defects that yield fractal dis-
tributions of static stress in a rock medium. The short-term
earthquake processes considered in this article have a kine-
matic character. Hence, the dynamic stress (see, for example,
Gomberg et al. [2003]) of earthquake rupture should play a
major role in earthquake subevents and close-in-time after-
shocks. In reality the difference between the static and dy-
namic stress approach may not be as great, since the defects
mentioned previously may correspond to small earthquakes
below an observational threshold. These infinitesimal earth-
quakes occur constantly in the stressed Earth interior. As a
consequence, the dynamic stress of these shocks could pro-
duce a seemingly random earthquake occurrence.

In the regions of low tectonic deformation, the Omori
law is observed for time periods of hundreds of years (Utsu
et al., 1995; Ebel et al., 2000). It seems likely that earth-
quake rupture is a complex phenomenon that can be consid-
ered a model of the fundamental features of the entire earth-
quake process, including its long-term properties. In the final
short-term extrapolation, the Omori law seems more fun-
damental than the G—R relation. The latter depends on iden-
tifying individual earthquakes, which, as we have seen, can-
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not be defined unambiguously at short-term intervals. By
contrast, the Omori law is valid even for elementary dislo-
cations that constitute an earthquake source.

Conclusions

1. Short-term aftershocks are significantly incomplete in
both local and global earthquake catalogs. The incom-
pleteness is more severe for small aftershock events, al-
though even strong aftershocks may be absent closer to
the mainshock rupture end. The reasons for this incom-
pleteness are diverse: limitations of the seismographic
network, overload of processing facilities in the begin-
ning of aftershock sequences of strong mainshocks, and
fundamental difficulties in interpreting complex overlap-
ping seismic records.

2. The number of missing earthquakes in extensive after-
shock sequences depends on the magnitude range of a
catalog and the seismogram frequency range. For local
earthquake catalogs, like the CIT, such a number may be
comparable or even exceed the total number of earth-
quakes in a catalog. Analyzing worldwide earthquake
catalogs shows that a significant number of smaller after-
shocks are not recorded in the PDE catalog. For the CMT
catalog only with its relatively small magnitude range
(5.5-8.5) and use of low-frequency recording, the num-
ber of underreported events is insignificant.

3. These deficiencies in earthquake catalogs, unless fully
explored, may introduce substantial biases in the results
of statistical analysis.

4. The large nonzero values for the c-coefficient in the
Omori law are most likely due to missing aftershocks,
especially small ones. Closer to the mainshock origin
time, the point model of earthquake source breaks down.
Hence, the Omori formula is not expected to reasonably
approximate aftershock numbers near origin time of a
mainshock.

5. For several large mainshocks the recent inversions of slip
time—space history exhibit temporal, spatial, and focal
mechanism complexity of seismic moment release. I pro-
pose that this complexity be represented as an aftershock
generating mechanism extended to a mainshock rupture
process.

6. Therefore, in a final short-term approximation the earth-
quake process can be represented as a fractal assemblage
of infinitesimal dislocations. What is usually called an
individual earthquake is a tightly clustered group of sub-
events. An earthquake definition truly depends on the
properties of the seismographic network and the methods
of seismogram interpretation.
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