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D surface-related multiple elimination: Data reconstruction
nd application to field data
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ABSTRACT

The wide success of 2D surface-related multiple elimina-
tion �SRME� in attenuating complex multiples in many
cases has spurred efforts to apply the method in three di-
mensions. However, application of 3D SRME to conven-
tional marine data is often impeded by severe crossline
aliasing characteristic of marine acquisition geometries. We
propose to overcome this limitation using a dip-moveout
�DMO�-based procedure consisting of the following steps:
resorting the data into common offsets to improve crossline
sampling, performing DMO to eliminate azimuth variations
in the common-offset domain, and efficiently implementing
inverse shot-record DMO to reconstruct densely sampled
shot records required for 3D SRME to predict multiples
correctly. We use a field data example to demonstrate that
the proposed shot reconstruction procedure leads to kine-
matically accurate reconstruction of primaries but may not
be able to simultaneously position multiples correctly. The
mispositioning of multiples becomes a problem when sec-
ond- and higher-order multiples must be predicted. We pro-
pose to resolve this difficulty by using a layer-stripping ap-
proach to multiple prediction. Alternatively, an approximate
algorithm that relies on adaptive subtraction to compensate
for inaccurate positioning of predicted multiples can be
used. Application of the latter approach is illustrated with a
field data example, and its performance is evaluated quanti-
tatively through a measurement of S/N ratio improvement.
We demonstrate that a DMO-based implementation of 3D
SRME outperforms conventional 2D SRME and can accu-
rately predict and attenuate complex 3D multiples.

Manuscript received by the Editor November 10, 2004; revised manuscr
1ExxonMobil Upstream Research Company, P.O. Box 2189, Houston
exxonmobil.com.
2006 Society of Exploration Geophysicists. All rights reserved.
E25
INTRODUCTION

Attenuation of surface-related multiples is an important problem
hat has been studied by many authors �Riley and Claerbout, 1976;
arvalho et al., 1991; Berkhout and Verschuur, 1995; Dragoset and

eričević, 1998�. In particular, surface-related multiple elimination
SRME�, as described in Berkhout and Verschuur �1995� and Dra-
oset and Jeričević �1998�, is an effective algorithm that has been
pplied successfully to a large number of field data sets. A widely
sed approach for suppressing surface-related multiples in 3D data
ets is to perform 2.5D SRME �Matson and Corrigan, 2000; Hadidi
t al., 2002�. In this technique, an approximate method �such as
ifferential NMO� regularizes and transforms data into a form suit-
ble for application of 2D SRME, based on the assumption that the
ubsurface does not vary in the crossline direction.

SRME does not assume that the subsurface is laterally invariant
n the crossline direction, but its 3D implementation requires addi-
ional information to predict multiples — namely, a shot and a re-
eiver at every surface location. Typical marine acquisition geom-
tries deliver much sparser surface coverage than 3D SRME
equires, and various approaches to overcoming this problem
ave been proposed. Levin �2000� use an approximate NMO-based
ethod to perform zero-offset 3D SRME; van Dedem and Vers-

huur �2002� use sparse inversion to predict 3D multiples; van
orselen et al. �2005� rely on a combination of processing and ac-
uisition solutions; and Kleemeyer et al. �2003�, Lin et al. �2004�,
atson et al. �2004�, and Moore and Dragoset �2004� use a variety

f approaches to make application of 3D SRME feasible.
We propose using a dip-moveout �DMO� based reconstruction

echnique to create the input necessary for 3D SRME. DMO maps
ll data to zero offset followed by inverse DMO, which recon-
tructs densely sampled prestack data on a regular grid. We review
his method and discuss a robust way to apply it to field data.

Once the necessary data have been reconstructed, 3D SRME can
e applied. We highlight several issues associated with using re-
onstructed data for multiple prediction and present an example of
pplying our methodology to attenuate complex 3D multiples in

ived September 2, 2005; published online May 24, 2006.
77252-2189. E-mail: anatoly.i.baumstein@exxonmobil.com; m.t.hadidi
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eld data. We compare the results of applying conventional 2.5D
RME and the proposed 3D SRME methodology and derive quan-

itative measures of S/N improvement in each case.

DATA RECONSTRUCTION

In our approach, data regularization and missing-shot recon-
truction form the key first step in preparing data for 3D SRME.

number of interpolation techniques �see Abma and Kabir �2003�
or an overview� attempt to interpolate missing data and place ir-
egularly sampled data on a fixed grid. Spatial aliasing is a uni-
ersal difficulty affecting all existing methods. Although these
ethods can interpolate data beyond aliasing under certain as-

umptions, their performance degrades as shot and receiver sam-
ling become coarser and aliasing becomes more severe. Given
hat typical shot intervals in marine acquisition are hundreds of

eters in the crossline direction, the problem of interpolating data
o make it suitable for 3D SRME, which requires a data spacing of
oughly 10–20 m to avoid aliasing during multiple prediction, still
resents a considerable challenge.

Conceptually, if the subsurface properties are known, one should
e able to reconstruct seismic data at arbitrary locations through
odeling. However, this is not easy to achieve in practice since

ubsurface velocities and densities are typically not known with
ufficient accuracy. A more practical approach to overcoming al-

able 1. Acquisition parameters.

arameter Value

umber of streamers 8

treamer length 5 km

treamer spacing 100 m

roup spacing 12.5 m

umber of sources 2

eparation between sources 50 m

hot interval 37.5 m, flip-flop

igure 1. Procedure for forming input to ISR DMO. The left side
hows zero-offset data after common-offset DMO. The right side
hows a zero-offset shot record that serves as input to ISR DMO.
iven a shot �hexagon� location �xs,ys�, the trace �triangle� at loca-

ion �x0,y0�, a distance of h0 away, is obtained by selecting a trace
circle� with offset 2h0 from the common-midpoint �CMP� gather
ocated at �x0,y0�.
asing is to sort data into common offsets, where both inline and
rossline sampling are typically much finer, map data to zero offset
ith the help of DMO, and reconstruct the desired shot-receiver
eometry by performing inverse mapping to finite offset with the
elp of inverse common-offset DMO. Although this approach
akes certain simplifying assumptions about wavefield propaga-

ion, it has been used successfully to regularize marine data and
erves as the basis of azimuth moveout �AMO� �Biondi et al.,
998� The key issue in the case of the shot-record interpolation
roblem is that the output shot records comprise a wide range of
zimuths and offsets. While AMO is an efficient way of rotating ir-
egular prestack data to a single common azimuth and offset, one
ould have to perform a large number of AMO runs to reconstruct

ll possible azimuths and offsets that might be present in a shot
ecord, leading to an expensive approach. An alternative is a gen-
ral data reconstruction method �Stolt, 2002�, which can map arbi-
rary input shot geometry into regular output shot geometry.

We prefer a two-step approach comprising forward common-
ffset DMO followed by inverse shot record �ISR� DMO �Baum-
tein, 2004; Baumstein et al., 2005�. �For completeness, the deriva-
ion of ISR DMO is reproduced in Appendix A.� The two-step
pproach has a number of advantages. First, the forward DMO step
an compensate for irregular acquisition geometry �Beasley and
lotz, 1992�. Second, once the data have been mapped to zero off-

et and azimuth variations are no longer present, missing data can
e interpolated more easily. Finally, the last step �ISR DMO� has
egularized data as its input and can be implemented efficiently in
he Fourier domain with the help of a log-stretch transformation
Baumstein, 2004�. In addition, the geometry and locations of the
econstructed shots can be chosen dynamically to satisfy the re-
uirements of 3D SRME.

In principle, for a constant-velocity medium, a single well-
ampled common-offset section produced by forward common-
ffset DMO is all that ISR DMO would need to reconstruct shot
ecords at arbitrary locations. However, for field data, it is very im-
ortant to take advantage of data redundancy to reduce the meth-
d’s sensitivity to errors in NMO velocities and deviations from
yperbolic moveout. We achieve this by using multiple common-
ffset sections after DMO as input to ISR DMO �Baumstein and
adidi, 2004�. The idea behind our approach is that because the

ubsurface dips are not known a priori, the input to ISR DMO
hould be formed by choosing traces that are the most appropriate
or a subsurface consisting of flat layers. This means that when
orming a zero-offset shot-record cube �to serve as input to ISR
MO� from zero-offset panels after forward DMO, we select

races with matching midpoint locations that came from the most
ppropriate input offset, as explained in Figure 1. The resulting re-
onstruction procedure is kinematically accurate for all dips and is
obust with respect to NMO velocity errors. Of course, performing
orward DMO in common offsets is a matter of convenience and
ot a requirement. Our method would work equally well if forward
MO were performed in shot records. In this case, several nearby
ost-DMO shot records would contribute to each ISR DMO input
ube.

We tested the accuracy of our method using a field data set,
hich was acquired using a racetrack acquisition pattern with a
ual-source, eight-streamer configuration. Acquisition geometry
etails are summarized in Table 1. We first performed reconstruc-
ion at a location where a shot had been acquired in the field. While
t may seem that reconstructing data at a location where actual field
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ata were acquired is an easy task, it turns out that our reconstruc-
ion technique, which involves common-offset processing, gener-
lly treats all surface locations equally, regardless of whether a shot
as actually acquired at a particular location. Moreover, it is al-
ost immaterial whether a particular shot was used during the re-

onstruction process because it constitutes a tiny fraction of the
ata contributing to a particular common-offset cube. Therefore,
e expect the quality of reconstruction to be similar at all surface

ocations and can verify the accuracy of our method by comparing
econstructed data with the colocated field data. The reconstructed
hot has regular dense receiver coverage, while the corresponding
eld shot record has receivers distributed along eight streamers af-
ected by feathering.

Figures 2 and 3 compare traces along two streamers from a field
hot and the corresponding traces interpolated from the recon-
tructed shots. NMO has been applied to both shot records to em-
hasize the complexity of the area. Indeed, the water bottom and
ubsequent horizons have substantial moveout and curvature
ven after applying NMO on account of significant dips in both in-
ine and crossline directions. Despite the complexity, key primary
vents have been reconstructed accurately. Multiples, on the other
and, have been mispositioned because their NMO velocities dif-
er from those of the primaries, so DMO is unable to position both
f them correctly at the same time. �In the next section we discuss
he implications of this fact for multiple prediction.� Note that the
econstructed shot records appear to be less noisy than the corre-
ponding field data. This is a result of applying f–x-domain noise
ttenuation prior to DMO to prevent random noise from turning
nto coherent DMO smiles, which in turn can have a detrimental
ffect on the quality of multiple prediction. The amount of random
oise suppression must be balanced against the need to preserve
eak and steeply dipping events, some of which have not been re-

onstructed in this case.
We can get a different perspective on the reconstruction quality

igure 2. Field data, �left� far and �right� near streamers. Solid ar-
ows point to primaries that have been correctly positioned by the
econstruction procedure. Dashed arrows point to multiples that
p

y comparing time slices from the field and reconstructed data sets.
o make the time-slice comparison more informative by including
s many events as possible in a single time slice, we did not apply
MO in this case. Figure 4 shows a time slice from the same field

hot record. Eight streamers used in acquisition can be identified
asily. Figure 5 shows the same time slice from the reconstructed
hot record. We can evaluate whether spatially continuous features
isible in Figure 5 agree with data recorded in the field by examin-

igure 3. Reconstructed data, �left� far and �right� near streamers.
olid arrows point to primaries that have been correctly positioned
y the reconstruction procedure. Dashed arrows point to misposi-
ioned multiples.

igure 4. Field data; time slice at t = 3.5 s. Note that streamer
eathering appears exaggerated as a result of the aspect ratio of the
re mispositioned in the reconstructed data in Figure 3.
 lot.
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ng the overlay of field data on the reconstructed data shown in
igure 6. Observe that reconstructed events match field data quite
ell.
To perform 3D SRME, we need to reconstruct densely sampled

hot records at every surface location where a shot or a receiver
as present in the field. Because of feathering and other acquisi-

ion irregularities, these locations would not adhere to a regular
attern and would cover the surface almost continuously. To avoid
econstructing an immense amount of data, we generated densely
ampled shot records on a regular 25 � 25 m grid and then used
n-the-fly interpolation to form gathers at the exact source and re-
eiver locations for each trace. The reconstructed shot gathers had
nline offsets that ranged from −5 to + 5 km and crossline offsets
hat ranged from −1 to + 1 km. The crossline offset range was a
ompromise between our desire to use the widest possible cross-
ine aperture during 3D multiple prediction and the need to mini-

ize the amount of data being reconstructed. Several techniques
e.g., Moore and Dragoset �2004� and Baumstein et al. �2005�� can
e used to estimate the required crossline aperture based on some
ssumption about the nature of the multiples. We use the method
escribed in Baumstein et al. �2005�, which makes a prediction
ased on the kinematics of the first-order, zero-offset water-bottom
ultiple.

MULTIPLE SUPPRESSION

Once the necessary data have been reconstructed, we can per-
orm 3D SRME. It can be applied to the reconstructed data or to
he original field data, with the reconstructed data used to obtain a
rediction of multiples at the locations of the original field data
races. We prefer the second approach; if the reconstructed data are
sed for multiple prediction and then discarded, we can allow our-
elves greater flexibility in handling amplitudes and steep dips.

Because our reconstruction method is DMO based, it cannot cor-
ectly reconstruct primaries and multiples simultaneously. It is
herefore desirable to first identify the multiple-free portion of the

igure 5. Reconstructed data; time slice at t = 3.5 s.
ata �i.e., the region between the water bottom and the first-order
ater-bottom multiple� and then carry out the reconstruction pro-

ess described in the previous section. First-order multiples can be
redicted using the reconstructed primaries and attenuated in the
riginal field data. To predict second-order multiples, we would
eed to convolve primaries with first-order multiples, both of
hich should be available in the form of regularly spaced and
ensely sampled shot records. Regularized first-order multiples
an be obtained through DMO-based reconstruction of the mul-
iples subtracted in the previous step. Such reconstruction has a
ood chance of being accurate: Multiples are now separated from
rimaries, so appropriate NMO velocities can be used. Alterna-
ively, regularized first-order multiples can be obtained through
onvolution of the reconstructed primaries. The two data sets �pri-
aries and multiples� can be convolved with each other to obtain a

rediction of the second-order multiples. The process is then re-
eated for higher-order multiples as many times as necessary.

This recursive process requires considerable human input to
dentify the multiple-free portion of the data and significant com-
uter resources to perform repeated data reconstructions and con-
olutions. Human intervention can be held to a minimum for the
ase of a relatively flat water bottom, where 3D effects are from ei-
her diffracted multiples or mild crossline undulations of the water
ottom. The amount of computation to be performed in the second
nd subsequent iterations can be reduced in two ways. First, we
nly need to reconstruct those primaries that were previously ob-
cured by multiples and reuse regularized primaries from the
ultiple-free region of the previous iteration. Second, we can

hoose whether to compute lower-order regularized multiples �re-
uired for predicting higher-order multiples� at the shot or receiver
ocations. The number of shot locations is typically an order of

agnitude smaller than the number of receiver locations; so if the

igure 6. Field data overlaid on reconstructed data. Only a subset
f the larger area shown in Figures 4 and 5 is displayed here. Solid
rrows point to examples of areas with perfect positioning, while
ashed arrows point to events that have been slightly misposi-
ioned. The mispositioning is about one sample �4 ms� if viewed in
he vertical time-offset plane.
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mplementation of reconstruction is more
fficient than that of convolution, we
ould want to use convolution to com-
ute multiples at the shot locations and
erform data reconstruction for the pri-
aries in the expanded multiple-free re-

ion at receiver locations.
When the recursive procedure is im-

ractical or if only lower-order multiples
eed to be suppressed, a simplified meth-
d can be used: We reconstruct not only
he multiple-free portion of the data but
lso the part of the data contaminated
y multiples. Positioning of reconstructed
ultiples will not be entirely correct but

an be accepted as an approximation. The
econstructed data are used to perform
onvolutions and predict multiples to all
rders simultaneously. This is the ap-
roach we use in the examples below.

Figure 7 shows a stacked section from
he same field data set used in the data
econstruction section. The multiples are
D in nature and were caused by cross-
ine undulations of the water bottom �Fig-
re 8�. We first applied 2.5D SRME �Fig-
re 9a�; it suppressed some of the mul-
iples �Figure 9b�, but, as expected, its
ffectiveness was limited. The reason is
hat 2.5D SRME relies on differential
MO to regularize data by compensat-

ng for offset �but not azimuth� irregulari-
ies in shot gathers and then performs
D multiple prediction on a streamer-by-
treamer basis. As a result, it is unable to
orrectly account for 3D effects because
f either subsurface geology or stream-
r feathering, both of which were present
n our data. Next, we applied 3D SRME;
t performed considerably better �Figures
c and 9d�. The 3D effects can be ob-

igure 7. Input stack. The area inside the rectangle was used for
uantitative evaluation of the degree of multiple suppression.

Figure 9. �a� 2.5D S
SRME stack. �d� Dif
igure 8. Water-bottom map. The arrows point to crossline undula-
RME stack. �b� Difference between input and 2.5D SRME stacks. �c� 3D
ference between input and 3D SRME stacks.
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erved in the crossline multiple contribution gathers �MCGs� pro-
uced by 3D SRME, as shown in Figure 10. Each one of the four
athers in Figure 10 is the result of trace-by-trace time-domain
onvolution of two densely sampled gathers �centered at the shot
nd receiver positions of a given trace�, followed by a stack in the
nline direction. The apex location in each of the moveout curves
orresponds to the crossline position of the downward reflection
oints on the free surface. The extent to which these locations are
isplaced from the center of the gather determines the crossline ap-

able 2. Quantitative evaluation of multiple suppression
esults.

tack Signal Noise
S/N ratio,

%
S/N ratio increase,

%

aw 9.07 16.04 56.546

.5D SRME 8.05 13.65 58.974 4.29

D SRME 7.95 10.61 74.929 32.51

igure 10. Crossline multiple-contribution gathers at select loca-
ions.

igure 11. Decomposition of the data into signal and noise com-
onents. �left� Data �primaries and multiples�. �middle� Primaries,
hich are subhorizontal. �right� Multiples dipping at a steep angle.
rture that should be used in 3D SRME to predict and attenuate
ultiples correctly. We use a crossline half-aperture of approxi-
ately 750 m, which is sufficient to attenuate many, but not all,
ultiples. The size of the crossline aperture is a compromise be-

ween the desire to account for all 3D effects and the need to con-
rol processing cost �which is proportional to the aperture used�.

To quantify our assessment of the multiple suppression quality,
e measured the amount of S/N improvement in a small window
epicted in Figure 7. The window was chosen to include both sig-
al �primaries� and noise �multiples� that could be discriminated by
heir dip. Notice that primaries are mostly flat, while multiples dip
t a considerable angle. We used a linear �-p transform to decom-
ose the data within each window into signal and noise �Figure 11�
nd computed the amount of energy �rms amplitude� in the win-
ow for each component before and after multiple attenuation.

The results are summarized in Table 2. The second column in
able 2 is the signal �primaries� amplitude in the raw stack and af-

er 2.5D and 3D SRME, respectively. The third column is the noise
multiples� amplitude of the same three stacks. The fourth column
s the S/N ratio expressed as a percentage. The last column shows
he amount of improvement in SNR from multiple suppression.
ecause of imperfect separation between signal and noise in the
-p decomposition, there is still some multiple energy left in the
ignal, which largely accounts for the fact that signal content de-
reases after multiple suppression �Table 2, column two�. By ex-
mining the last column, we can see that the application of 2.5D
RME led to a modest increase in SNR of approximately 4%,
hile 3D SRME improved SNR by 32%. Although the exact level
f SNR increase varies spatially and depends on the choice of
nalysis window, the application of 3D SRME improved overall
nterpretability.

CONCLUSIONS

We have discussed a sequence of processing steps that enables
uccessful application of 3D SRME to conventional marine data.
ur DMO-based data reconstruction approach is a robust way to
vercome spatial aliasing and reconstruct the data required for ap-
lication of 3D SRME, which can be applied to both heritage and
ewly acquired data. We have demonstrated with a field data ex-
mple that the accuracy of DMO-based data reconstruction is suf-
cient to significantly improve attenuation of complex 3D mul-

iples.
Additional topics that need to be explored include determina-

ion of optimal sampling to be used in acquisition, data reconstruc-
ion, 3D SRME application, simultaneous accurate reconstruction
f primaries and multiples, and alternative data reconstruction ap-
roaches.
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APPENDIX A

ISR DMO

This appendix presents a derivation of the inverse shot record
ISR� DMO, a key component of our data reconstruction method-
logy.

erivation of Fourier-domain ISR DMO

Since DMO is a line �2D� operator, we carry out the derivation
n two dimensions with subsequent generalization to three dimen-
ions. Figure A-1 depicts the geometry necessary to derive the ISR
MO operator. In the figure, S and R are the shot and receiver lo-

ations, respectively; S� is the mirror image of the shot with respect
o the dipping reflector; OQ is the dipping reflector, with Q being
he reflection point; � and � are the dip and reflection angles; Z is
he zero-offset reflection location; d0 = vt0/2 is the distance from Z
o the reflection point; dS is the distance from the source S to the re-
ector; t0 is the two-way zero offset traveltime; and tS and tR are the
ne-way traveltimes from the reflection point to the source and re-
eiver, respectively.

Consider �OS�R. From the law of cosines

v2t2 = v2�tS + tR�2 = �S�R�2

= �OS��2 + �OR�2 − 2�OS���OR�cos 2�

= ��OS�� − �OR��2 + 4�OS���OR�sin2 �

= ��OR� − �OS��2 + 4�OS��OR�sin2 �

= h2 + 4�OS��OR�sin2 � ,

here h = �OR� − �OS� is the source-receiver offset. Performing
MO gives

tn
2 = t2 −

h2

v2

=
4 sin2 �

v2 �OS��OR�

=
4 sin2 �

v2 � d0

sin �
− h0�� d0

sin �
− h0 + h� , �A-1�

here h0 = �SZ� is the distance from the shot to the location of the
ero-offset arrival from reflection point Q.

Now consider �SZQ and �RZQ and apply the law of sines:

h0

sin �
=

d0

cos�� − ��
,

h − h0

sin �
=

d0

cos�� + ��
.

herefore,
h = h0
d0 − h0 sin �

d0

2
− h0 sin �

. �A-2�

ubstituting equation A-2 into equation A-1, we get

tn
2 = 4

d0

v2

�d0 − h0 sin ��2

d0 − 2h0 sin �
=

4ds
2

v2

1

1 − 2
h0

d0
sin �

.

�A-3�

quations A-2 and A-3 allow us to compute h and tn in terms of h0,
0, v, and �. While h0 and t0 are known properties of the input zero-
ffset dataset, � is the subsurface reflector dip and is not known in
dvance. Similarly to the approach taken in the derivation of any
MO operator, we eliminate dependence on the unknown geologic
ip � �and, as it turns out, medium velocity v� by going to the Fou-
ier domain. Differentiating equation A-1 with respect to h and us-
ng �tn/�h = kh/�n, we obtain

tn =
2ds

v

�n

kh

sin �

v
, �A-4�

here �n and kh are the Fourier-domain variables corresponding to
n and h. Introducing

� =
h0 sin �

vt0
, �A-5�

� =
khh0

�nt0
, �A-6�

nd combining equations A-3 and A-4, we obtain the following
quation for � as a function of �:

��1 − 4� = � . �A-7�

ewriting equations A-2 and A-3 in terms of � and �, we get

h�t0,h0� = h0
4� − 2

4� − 1
, �A-8�

tn�t0,h0� = t0
�

�
�1 − 2�� . �A-9�

igure A-1. Dipping reflector in a constant-velocity medium.
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quations A-6 through A-9 allow us to compute tn and h given t0,
0, �n, and kh.
We are now ready to formulate Fourier-domain ISR DMO. Let

n�tn,h� denote a shot record after NMO, P̂n��n,kh� denote its Fou-
ier transform, and P0�t0,h0� denote a zero offset section. Then

P̂n��n,kh� = � � ei��ntn−khh�Pn�tn,h�dtndh

= � � ei��ntn�t0,h0�−khh�t0,h0��P0�t0,h0�

�J�tn,h;t0,h0�dt0dh0. �A-10�

o evaluate the Jacobian J, we first need to compute several auxil-
ary expressions. From equation A-6 we get

��

�t0
= −

�

t0
, �A-11�

��

�h0
=

�

h0
. �A-12�

sing these expressions in combination with equation A-7, we also
et

��

�t0
=

�

��1 − 6��
��

�t0
= −

��1 − 4��
t0�1 − 6��

, �A-13�

��

�h0
=

�

��1 − 6��
��

�h0
=

��1 − 4��
h0�1 − 6��

. �A-14�

he four entries of the Jacobian matrix can be now computed using
quations A-8 through A-14

�tn

�t0
=

� − 8�2 + 8�3

��1 − 6��
,

igure A-2. Impulse responses �computed using equation A-10�
or two different impulse locations. Note change of operator shape
ith location.
�tn

�h0
=

t0

h0

4�3

��1 − 6��
,

�h

�t0
= −

h0

t0

4�

�1 − 4���1 − 6��
,

�h

�h0
= 2

1 − 6� + 12�2

�1 − 4���1 − 6��
.

inally, we obtain

J�tn,h;t0,h0� =
��tn,h�
��t0,h0�

=
2��1 − 2��2

��1 − 6��
.

n important question that remains to be answered �and is outside
he scope of this paper� is whether this expression for the Jacobian
eads to a true-amplitude formulation.

An aperture limitation can be derived from equation A-5:

��� = �h0 sin �

vt0
� 	 � h0 max sin �max

vmint0 min
� ,

here �max, h0 max, vmin, and t0 min are the maximum and minimum
alues of the respective parameters in a given data set.

Combining equations A-7, A-8, and A-9, we get the following
quation describing the kinematics of ISR DMO:

�2h0

h
− 1�2

+ � t0

tn
�2

= 1. �A-15�

ote that the shape of the operator changes depending on the loca-
ion of the impulse �see Figure A-2�. Therefore, a straightforward
mplementation of ISR DMO requires repeated computation of the
perator and is inefficient.

SR DMO in the log-stretch domain

Similarly to the conventional shot-record DMO �Biondi and
onen, 1987; Zhou et al., 1995; Masjukov, 2003� ISR DMO can be

mplemented as a convolutional operator after a log-stretch trans-
ormation:

tn = t1 exp
�n

t1
, t0 = t1 exp

�0

t1
,

h = h1 exp



h1
, h0 = h1 exp


0

h1
,

here t1 and h1 serve as the origin of the log-stretch transforma-
ions and are usually set equal to the minimum time and offset of
nterest. Equation A-15 becomes

�2 exp

0 − 


h1
− 1�2

+ exp
2��0 − �n�

t1
= 1.

�A-16�
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We can see from equation A-16 that in the log-stretch domain
he ISR DMO operator becomes spatially invariant, as shown in
igure A-3. Therefore, ISR DMO can be implemented as a convo-

utional operator in offset and time, which in turn allows for a fast
mplementation in the Fourier domain.

eneralization to three dimensions

To generalize our expressions to three dimensions, we use the
act that DMO is a 2D operator that should lie in the vertical plane
assing through the source, midpoint, and receiver locations.
herefore,

hx

h0x
=

hy

h0y
=

�h� �

�h�0�
. �A-17�

n the log-stretch domain this translates into


y − 
0y =
h1y

h1x
�
x − 
0x� . �A-18�

e reinterpret equation A-16 as an equation for 
x and 
0x. In the
og-stretch domain the ISR DMO azimuth is fixed, thus enabling
s to reconstruct all azimuths in a shot record at once and to imple-
ent 3D ISR DMO as a convolution.
A practical procedure for computing a Fourier-domain ISR

MO operator is as follows:

� Select a location for the impulse. A good choice is to set
�t0,h0� = �t1,h1� so that 
0 = �0 = 0.

� Compute the 2D impulse response P2D�tn,h;t0,h0� according
to equation A-10.

� Perform numeric log-stretching to obtain P2D
log��n,
�.

� Rotate the 2D impulse response P2D
log��n,
� to its correct posi-

tion in three dimensions according to equation A-18:

P3D
log��n,
x,k
y

� = exp�− ik
y

h0y

h

x�P2D

log��n,
x� .

igure A-3. Impulse responses for two different impulse locations
n the log-stretch domain. Operator shape does not vary with loca-
ion.
0x
� Fourier-transform P3D
log��n,
x,k
y

� in �n,
x to obtain an ISR
DMO operator P3D

log��n,k
x
,k
y

�.

ote that the ISR DMO operator is invariant with respect to the
ign of offset and is applied separately in each quadrant: �hx

0,hy � 0�, . . . ,�hx � 0,hy � 0�.
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