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Abstract: We report results of a study comparing numerical models of sandbox-type 
experiments. Two experimental designs were examined: (1) A brittle shortening experiment 
in which a thrust wedge is built in material of alternating frictional strength; and (2) an 
extension experiment in which a weak, basal viscous layer affects normal fault localization 
and propagation in overlying brittle materials. Eight different numerical codes, both com- 
mercial and academic, were tested against each other. Our results show that: (1) The 
overall evolution of all numerical codes is broadly similar. (2) Shortening is accommodated 
by in-sequence forward propagation of thrusts. The surface slope of the thrust wedge is 
within the stable field predicted by critical taper theory. (3) Details of thrust spacing, dip 
angle and number of thrusts vary between different codes for the shortening experiment. 
(4) Shear zones initiate at the velocity discontinuity in the extension experiment. The asym- 
metric evolution of the models is similar for all numerical codes. (5) Resolution affects strain 
localization and the number of shear zones that develop in strain-softening brittle material. 
(6) The variability between numerical codes is greater for the shortening than the extension 
experiment. 

Comparison to equivalent analogue experiments shows that the overall dynamic evolution 
of the numerical and analogue models is similar, in spite of the difficulty of achieving an 
exact representation of the analogue conditions with a numerical model. We find that the 
degree of variability between individual numerical results is about the same as between indi- 
vidual analogue models. Differences among and between numerical and analogue results are 
found in predictions of location, spacing and dip angle of shear zones. Our results show that 
numerical models using different solution techniques can to first order successfully repro- 
duce structures observed in analogue sandbox experiments. The comparisons selwe to high- 
light robust features in tectonic modelling of thrust wedges and brittle-viscous extension. 

Numerical  and analogue model l ing methods 
represent two different techniques with which 
the evolution of geological  structures, such as 
fold-and-thrust belts and sedimentary basins, 
can be investigated. The underlying assumption 

with both methods  is that their results approxi- 
mate the deve lopment  of  structures in the real 
Earth in a reasonable manner.  We may then 
expect  that the results of  analogue and numerical  
models  look similar when applied to the same 
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set-up. This expectation motivated us to directly 
compare results of numerical models obtained 
with different codes and results of analogue 
experiments from different laboratories. The 
aims of our study are (1) to compare results 
from different numerical codes and (2) to test 
the similarity of numerical and analogue 
models, in order to help establish robust features 
of tectonic models on the scale of the upper crust. 

The companion paper (Schreurs et al. 2006) 
presents the results of an analogue comparison 
study with ten participating modelling labora- 
tories. Two experimental set-ups were tested: 
(1) a brittle convergent thrust wedge experiment 
and (2) a brittle-viscous extension experiment. 
The reproducibility of modelling results 
between the laboratories was found to be fairly 
high as shown by the same general trends in 
the results. Differences between the analogue 
models were found in, for example, number of 
faults, fault spacing and dip, and surface slopes. 
The study highlights the importance of (1) a 
careful determination of properties of the granu- 
lar materials and (2) the effects of lateral side 
boundaries on resulting structures due to friction 
between model materials and sidewalls. A 
sandbox needs to be wide enough, therefore, to 
avoid such boundary effects, and structures 
should if possible be studied in sections well 
away from the sidewalls. 

We present numerical equivalents of the two 
analogue experiments of Schreurs et al. (2006). 
The conditions of the analogue modelling 
apparatus and the analogue material properties 
are approached as closely as possible. We 
compare the numerical results to each other 
through determination of their qualitative (visual) 
and quantitative (measurements of, for example, 
surface slope and shear zone dip) similarities and 
differences. Our study is not a numerical bench- 
mark in its strictest sense as this would require 
the use of the exact same initial setup, material 
properties, boundary conditions, mesh size and 
time step size (see for example the numerical 
convection benchmarks of Blanckenbach et al. 
1989; van Keken et al. 1997). Instead, we show 
the variability in results obtained by using differ- 
ent solution methods (finite element method, 
finite difference method and distinct element 
method) and allowing variations in mesh and 
time step size and boundary conditions (e.g., 
implementation of boundary friction). With our 
approach, we test the code-independence of tec- 
tonic structures predicted by numerical models 
and our findings are, therefore, of direct rel- 
evance for studies in which numerical exper- 
iments are used to investigate geological 
processes. Eight numerical codes were used in 

our comparison: Abaqus/Standard, LAPEX-2D, 
I2ELVIS, Microfem, NISA/Static, PFC 2D, 
SloMo and Sopale. A description of these 
codes is given in the next section. 

The combination of our study with the accom- 
panying paper results in a series of numerical and 
analogue model experiments, which are com- 
pared in a qualitative and quantitative manner 
with each other. Our results can be used to evalu- 
ate how closely various numerical solution 
methods can reproduce analogue model con- 
ditions. Issues that should be considered care- 
fully in the 'numerical sandbox' include the 
suitability of continuum methods (e.g., finite 
element method) in simulating the behaviour of 
discontinuous grains, the importance of dilata- 
tion and compaction in granular materials, and 
the representation of velocity discontinuities. 
Numerical modelling of sandbox experiments 
poses significant computational challenges 
requiring that numerical codes are able to 
(1) calculate large deformations, (2) represent 
complex boundary conditions, including fric- 
tional boundaries and free surfaces, and (3) 
include a complex rheology involving both 
viscous and frictional/plastic materials. These 
challenges reflect directly the state-of-the-art 
requirements for numerical modelling of large- 
scale tectonic processes. 

The two experimental set-ups were designed 
to reflect set-ups commonly used in the study 
of upper-crustal tectonic processes. Convergent 
thrust wedges have been studied with analytical 
techniques (Davis et al. 1983; Dahlen 1984), 
analogue experiments (e.g., Mulugeta 1988; 
Gutscher et al. 1998a; Storti et al. 2000) and 
numerical models (e.g., Strayer et al. 2001; 
Burbridge & Braun 2002). Similarly, brittle- 
viscous extension has been investigated with 
analogue (e.g., Michon & Merle 2000; Bahroudi 
et  al. 2003) and numerical (e.g., Behn et al. 2002; 
Wijns et al. 2003) methods. A few previous 
studies have combined numerical and analogue 
modelling methods for studying a tectonic 
process on the scale of the crust. Sassi et al. 
(1993) investigated the reactivation of pre- 
existing faults in a compressive regime and 
showed how the visualization of the stress field 
in the numerical results (obtained with a distinct 
element method) could help in the interpretation 
of the observed reactivation of some low angle 
faults. The models calculated with the distinct 
element method by Saltzer & Pollard (1992) of 
structures in sedimentary layers overlying base- 
ment normal faults show a high resemblance to 
deformation patterns typically observed in 
sandbox models. A high level of agreement 
between analogue and numerical models of 
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brittle and brittle-viscous thrust wedges was 
obtained by Ellis et al. (2004). Their results indi- 
cate that the continuum approximation of the 
finite element method does not necessarily need 
to be a strong limitation in modelling granular 
materials. An encouraging agreement between 
results from finite element and analogue models 
is also shown by Panien et al. (2006); Cruden 
et al. (2006) and Le Pourhiet et al. (2006). 

Numerical and analogue modelling techniques 
share the advantages and disadvantages of trying 
to capture aspects of a geological process in a 
model. Both methods allow the evolution of 
structures to be observed, which can be helpful 
in generating ideas on the origin and develop- 
ment of structures observed in the field. With 
numerical and analogue models it is possible to 
vary model parameters easily and determine 
their relevance for the process under consider- 
ation. However, models are also only an approxi- 
mation of the natural situation and their 
restrictions should be taken into account when 
interpreting their results. Advantages of the 
numerical method are the easy quantification of 
model results, including the possibility of track- 
ing stresses, strain and strain-rates during the 
evolution of the model, and the relatively large 
freedom in choice of material properties (including 
a relatively easy implementation of temperature- 
dependent rheologies), boundary conditions and 
geometries. Some approaches lose accuracy 
when dealing with large deformation situations 
(due to remeshing, for example) or large vis- 
cosity contrasts. The resolution of 3D models is 
in general still quite low. Analogue models on 
the other hand are very suitable for studying 
the 3D evolution of structures with time. This 
makes it possible to evaluate the effects of, 

for example, lateral changes in material proper- 
ties or oblique extension. The technique is 
limited in the application of temperature depen- 
dent rheologies, phase changes and variations 
in geometries. Numerical and analogue tech- 
niques are partly complementary and the combi- 
nation of both methods may help establish the 
robustness of model results (see also Smart & 
Couzens-Schultz 2001). 

Modelling methods 

Mater ia l  proper t ies  

The models contain three materials, which have 
properties resembling those of quartz sand, 
glass microbeads and polydimethylsiloxane 
(PDMS). In the analogue comparison, every 
laboratory used its own granular materials, 
which typically differ in frictional properties 
and density (see Schreurs et al. (2006) and 
Table 1). In the numerical experiments fixed 
values are used to allow the comparison of 
the numerical results to each other (Table 1). 
The material behaviour of the numeric brittle 
materials is characterised by a Coulomb 
failure-frictional criterion: 

o-t = on tan (45) + C (1) 

where ot denotes shear stress, O'n normal stress, 
45 the angle of internal friction and C cohesion. 
Measurements of the properties of analogue 
granular materials show that deformation 
initially occurs through a combination of elastic 
and frictional strain-hardening behaviour until 
failure at peak strength (45peak), followed by a 
strain-softening phase until a stable strength 

T a b l e  1, Mater ia l  proper t i e s  

Material Values in numerical Measured analogue 
models properties* 

])stable Dens i t y  C ~;eak ~stable$ "/7 Dens i t y  C ~peak* * 
(kg m -3) (Pa) (Pa s) (kg m -3) (Pa) (Pa s) 

Sand 1560 10 36 ~ 31 ~ 1350-1740 3-150 33~ ~ 28.2~ ~ 
Microbeads 1480 10 22 ~ 20 ~ 1400-1600 - 2 5 - 5 0  21 ~ ~ 20 ~ ~ 
PDMS 965 5e4 965 
Side friction 0 19 ~ 19 ~ 20 ~167 16 ~ 17 ~ 

5e4 

*Values from Schreurs et al. (2006) for the materials used in the laboratories of University of Bern, IFP Rueil-Malmaison, University of 
Parma, University of Pavia and University of Toronto. Sand is sieved from 20 cm height with an approximate filling rate of 250 grams/ 
minute. PDMS from Weijermans (1986). 
*Angle of internal friction at peak strength. 
*Angle of internal friction at stable strength. 
w sand measured by J. Lohrmann shows an angle of internal friction of 20 ~ softening to 16 ~ (fine-grained sand, 20-200 txm) or 17 ~ 
(coarser sand, 20-650 Ixm). 
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((~stable) is reached (Lohrmann et al. 2003; 
Panien 2004; see also Jaeger & Cook 1979). 
Five of the eight numeric codes used in our 
study include elastic material behaviour. For 
sand, the elastic component is probably rela- 
tively small (J. Adam pers. comm.). Most of 
the numerical models (six of eight) have been 
run without dilatation and (de)compaction of the 
materials is, therefore, not automatically taken 
into account. The strengthening of material 
in the initial strain-hardening phase seen in 
analogue models (Adam et al. 2005) is in 
these cases not included. Strain-softening from 
peak strength to stable strength is assumed to 
be caused by dilatation of sand at yield and is 
explicitly prescribed in the numeric models 
that do not include dilatation. The softening is 
simulated by a linear decrease in the angle of 
internal friction over a finite strain interval of 
0.5 to 1.0 (finite strain is total accumulated 
effective strain as measured by the square root 
of the second invariant of the strain tensor). 
The cohesion values of the analogue materials 
were determined using different measuring 
apparatus (see Schreurs et al. 2006) and show 
a large variation. Cohesion is obtained by 
extrapolation of the shear stress versus normal 
stress curve and is, therefore, likely to be an 
overestimate at low stress values where the 
stress curve is no longer a straight line, 
but has a convex-outward shape (Ranalli 
1987; Schellart 2000). The boundary friction 
between sand and the sidewalls and base of 
the model (which are covered with an 'Alkor' 
foil in the analogue experiments) is approxi- 
mately 20 ~ softening to 16~ ~ (for fine sand 
with grain size 20 -200  p~m and coarse sand 
with grain size 20-6501xm, J. Lohrmann, 
pers. comm.) and a constant value of 19 ~ has 
been used in the numerical experiments. 

PDMS is a Newtonian material with a vis- 
cosity of 5 • l04 Pa s (at room temperature and 
strain rates below 3 • 10-3s  -1, Weijermars 
1986) and low Maxwell times. It is modelled as 
a linear viscous material: "I- = 2r/k, for deviatoric 
stress ~-, viscosity ,r/, and strain-rate k. 

Scaling 

Some of the models are scaled up from the 
analogue sandbox-scale (cm) to upper-crustal 
scale (km). This scaling requires that dynamic 
similarity is observed (Hubbert 1937; see also 
Ellis et al. 2004). Dynamic similarity is main- 
tained when force ratios and length ratios are 
constant. The models in this study can be 
scaled completely through the following three 

relationships: (1) geometric similarity: 

- -  = constant (2) 
la 

where In and la are the lengths in the numerical 
and analogue model, respectively; (2) constant 
ratio of gravitational force to viscous force 
between the numerical and the analogue model: 

pgl 2 
- constant (3) 

r/v 

where t9 density, g gravitational acceleration, r/ 
viscosity and v velocity; and (3) constant ratio 
of frictional strength (O-y) to lithostatic pressure: 

O-y = constant (4) 
pgl 

The values for p, ~b and g in the numerical models 
are within the ranges of the analogue values 
(Table 1). 

Description o f  the numerical codes 

In the following, only a brief description of the 
main features of the numerical codes is given 
and the reader is referred to the references pro- 
vided for more detailed information. Specific 
assumptions concerning the boundary conditions 
for the experiments are discussed with the 
description of the model set-up for each 
experiment. 

Abaqus/Standard. Results obtained with Abaqus/ 
Standard are shown for both experiments and 
were provided by Susan Ellis. Abaqus is a 
Lagrangian Finite Element code with implicit time 
integration (Abaqus/Standard User's Manual 
2003). Material behaviour is visco-elasto-plastic 
and materials deform elastically until plastic or 
viscous yield is reached, after which deformation 
continues on yield. Tests for the shortening exper- 
iment show that material quickly reaches plastic 
yield once it enters the deforming region. Plastic 
yielding is modelled using a non-associative 
plastic flow law with dilatation chosen as zero (to 
facilitate comparison with the other experiments). 
Strain softening is included. Boundary friction is 
implemented through an elastic-stick contact 
surface formulation. The experiments are scaled 
such that 1 cm equals 1 km in the numerical model. 

I2ELVIS. Taras Gerya provided results from his 
I2ELVIS code (the successor of I2VIS, Gerya & 
Yuen 2003) for both experiments. I2ELVIS 
solves the Stokes equation for creeping 
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flows using the finite difference method on a 
Eulerian staggered grid combined with a 
marker-in-cell technique. Material behaviour is 
visco-elasto-plastic and incompressible (with, 
therefore, zero dilatation). Elasto-plastic defor- 
mation dominates for sand-like material due to 
the high background viscosity of 1012Pas, 
which results in a large visco-elastic relaxation 
time (106 s). In contrast viscous deformation 
dominates for PDMS-like material due to the 
low viscosity of 5 x 104 Pa s, which gives small 
visco-elastic relaxation times (0.05 s). Strain soft- 
ening is included. Boundary friction is incorpor- 
ated through frictional contact layers (4 
elements wide at the sides and 2.5 elements high 
at the base). Free surface behaviour is obtained 
through a low viscosity 'air' layer on top of the 
model ( r / =  I Pas  and p =  1 kgm-3) .  The 
experiments are not scaled. 

LAPEX-2D.  Model results for LAPEX-2D were 
provided by Andrey Babeyko for both exper- 
iments. LAPEX-2D solves for balances of 
mass, momentum and energy through an explicit 
Lagrangian Finite Difference technique (FLAC- 
type) (Cundall & Board 1988; Poliakov et al. 
1993; Babeyko et al. 2002). Material and 
history properties including full stress and 
strain tensors are tracked and updated by using 
particles. The material behaviour is visco- 
elastic with plastic yielding. Dilatation is zero. 
Strain softening is included. Boundary friction 
is implemented through explicitly added 
frictional forces at the boundary nodes (newly 
added feature for these experiments). The exper- 
iments are scaled whereby 1 cm equals 10 km in 
the numerical model. 

Microfem. Susan Ellis also provided model 
results calculated with Microfem (Fullsack 
1995) for both experiments. Microfem is a 
plane-strain arbitrary Lagrangian Eulerian finite 
element code. The Stokes equation for incom- 
pressible creeping flows is solved on a Eulerian 
grid on which material properties are tracked 
using a Lagrangian material grid. A free 
surface is achieved through vertical stretch 
or shortening of the Eulerian grid. Material 
behaviour is either viscous or plastic and incom- 
pressible (zero dilatation). Strain softening is 
included. The version used here is modified 
from the original code from the Dalhousie 
Geodynamics group. Frictional contacts are 
incorporated in a simple manner by allowing 
nodes to move unconstrained tangential to the 
boundary once frictional yield is exceeded 
(Ellis et al. 2004). The experiments are scaled 

such that l cm equals 1 km in the numerical 
models. 

NISA H/Sta t ic  12.0. Results for the shortening 
experiment were provided by Antje Kellner. 
NISA/Static is a Lagrangian Finite Element 
code (NISA II User Manual 1997). It solves the 
equations of mechanical equilibrium for visco- 
elasto-plastic materials, but was used in an 
elasto-plastic mode for this study. Associated 
Mohr-Coulomb plasticity is used with a dilata- 
tion angle equal to the angle of internal friction. 
Strain softening is not included. Boundary fric- 
tion is implemented through the contact 
element tool: For each frictional boundary two 
contact surfaces are defined. A contact element 
combines two contact surfaces facing each 
other. The experiment is not scaled. 

P F C  2D. Results for the shortening experiment 
using the Distinct Element Method PFC 2D 
(PFC 2D User's Guide 1999) were provided by 
Yasuhiro Yamada. The model domain consists 
of discrete circular elements where only neigh- 
bours interact. Linear elasticity (force- 
displacement law; Cundall & Strack 1979)is  
incorporated through normal and shear forces at 
element contacts. The force in the normal 
direction and a pre-defined friction coefficient 
determine the inter-element friction in the shear 
direction. During deformation the size of each 
element is preserved and only the arrangement 
in the particle assembly is distorted. Dilatation 
is incorporated as a change in the inter-element 
porosity. Strain softening is not included. Bound- 
ary friction is incorporated in a similar manner as 
the inter-element friction. The experiments are 
scaled whereby 1 cm equals 300m in the 
numerical model. 

SloMo. Results for the extension experiment 
were provided by Boris Kaus. SloMo is a plane- 
strain finite element code (Kaus 2005) which 
solves the Stokes equations for incompressible 
materials. The rheology is visco-elasto-plastic 
with Mohr-Coulomb plasticity. A mixed formu- 
lation is employed, with linear, discontinuous, 
shape-functions for pressure and quadratic shape 
functions for velocity to avoid spurious pressures 
(Pelletier et al. 1989). Uzawa-type iterations are 
used to satisfy the incompressibility constraint 
(Cuvelier et al. 1986). In this work, the code has 
been used in a Lagrangian fashion, with regular 
remeshing to deal with large deformations (see 
also Poliakov & Podladchikov 1992). Iterations 
are performed for plasticity, to ensure that both 
the force balance and the plastic yield functions 
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are satisfied simultaneously. The interface 
between sharply varying material properties is 
tracked by marker-chains, whereas other material 
properties are stored on the integration points. 
Strain softening is included. Dilatation is zero. 
The experiment is not scaled. 

Sopale. Model results for Sopale are shown for 
both experiments and were provided by 
Susanne Buiter. Sopale is a plane-strain arbitrary 
Lagrangian Eulerian finite element code 
(Fullsack 1995) and is the successor of Micro- 
fem. A more efficient tracking of material prop- 
erties (whereby the Lagrangian particles are no 
longer only constrained to a regular grid and par- 
ticle injection maintains a high particle density) 
allows a higher resolution. This version has 
been modified from the original code to allow 
horizontal stretch or shortening of the Eulerian 
grid (in addition to the vertical Eulerian grid 
modification for free surface behaviour). Strain 
softening is included. Boundary friction is 
implemented through the use of frictional 
contact layers (4 elements wide at the sides and 
4 elements high at the base). The experiments 
are scaled such that 1 cm scales up to 1 km in 
the numerical model. 

Shortening experiment 

Model  set-up 

The shortening experiment follows a more or less 
classic set-up used to study fold-and-thrust belt 
evolution with analogue models. Shortening is 
achieved by moving the fight-hand wall inward 
while the left wall and base are held fixed. The 
model consists of 'sand' layers with an 
embedded 0 .5cm thick layer of weaker 
'microbeads' (Fig. la). Total height is 3.5 cm. 
The length of the models is variable (Table 2), 
but since deformation did not reach the left 
wall in any of the models, all were considered 
long enough. At the right side an initial wedge 
10 cm long with 10 ~ surface slope overlies the 
model. This wedge slope is in the stable field 
for a sand wedge (as calculated for this set-up 
from Dahlen 1984; Zhao et al. 1986). The two 
main problems with representing the analogue 
set-up numerically lie with the boundary con- 
ditions. First, different solutions were applied 
to simulate boundary friction (contact boundary 
friction or frictional boundary layers). Second, 
the mobile wall moving over the base of the 
sandbox represents a velocity discontinuity, 
which may lead to high pressures in this comer. 

Fig. 1. (a) Set-up of the shortening experiment. Horizontal layers of 'sand' (which have the same properties and differ 
in colour only) with an embedded layer of weaker 'microbeads' are shortened through a mobile wall on the right-hand 
side which is pushed leftwards. (b) Set-up of the extension experiment. A viscous layer (PDMS, 10 x 0.5 cm) lies in the 
central part of the model on the base. The rest of the model consists of three 'sand' layers (only differing in colour). 
Extension is achieved by moving the fight wall with the attached 10 cm long sheet outwards to the right. 
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Table 2. Shortening experiments 

Code Method* Nodes + Track Domain Norm. E II v 1 2 

points length* elem. (MPa) (Pa s) 
size w 

Abaqus/ FEM 301 x 36 n.a. 30 km/30 cm 0.1 0.5 0.25 5e6 
Standard 

I2ELVIS FDM + MIC 900 x 75 393750 45 cm 0.05 3 0.50 le12 
LAPEX-2D FDM + MIC 351 x 71 400000 400 km/40 cm 0.075 0.1 0.125 4.5e10 
Microfem ALE 201 x 36 7236 28 km/28 cm 0.17 n.a. n.a. 4e133 
NISA/Static FEM 201 x 14/18 n.a. 50 cm 0.25 0.5-1.0 �82 0.25 n.a. 
PFcZD/Kyoto DEM ~18000 n.a. 12 kin/40 cm 0.06 n.a. n.a. n.a. 
Sopale ALE 401 x 71 253411 40 km/40 cm 0.08 n.a n.a. 4.6e13 

*FEM = Finite Element Method, FDM = Finite Difference Method, ALE = Arbitrary Lagrangian Eulerian, DEM = Distinct Element 
Method, MIC = Marker-in-Cell. 
*Nodes in horizontal x vertical direction, or total number of nodes. 
*First value is for the numerical model, second value is its equivalent scaled down to the sandbox scale. Height is 3.5 (left-hand side) to 
5.26 cm (top of wedge at right-hand side). 
w element size is measured as the square root of element area, scaled to sandbox scale (cm). 
rlyoung's modulus, scaled to sandbox scale. 
�9 0.5 MPa for microbeads, 1.0 MPa for sand. 
1poisson ratio. 
2Background viscosity, scaled to sandbox scale. 
3Equivalent linear viscosity; a non-linear viscosity was used in the calculations. 

The shortening experiment was run with seven 
numerical codes (Abaqus/Standard, I2ELVIS, 
LAPEX-2D, Microfem, NISA/Static,  PFC 2D 
and Sopale). Five experiments have zero dilata- 
tion, while NISA/Stat ic  and PFC 2D are dilata- 
tional. Details of the set-up for each code are 
given in Table 2. The initial geometry for all 
numerical models is shown in Figure 2a. The fol- 
lowing code-specific assumptions and expla- 
nations apply: 

Abaqus/Standard. Because Abaqus/Standard 
uses a Lagrangian formulation and remeshing was 
not employed, the code cannot handle large defor- 
mations and fails to converge at an early step. 

I2ELVIS. The rigid mobile wall (with a back- 
ground viscosity of 1014pas and a shear 

2 4 modulus of 10 - 1 0  MPa) is moving inside the 
computational domain and is, therefore, not simu- 
lated through an external boundary condition. The 
right-hand side frictional boundary layer is limited 
in vertical extent. During shortening, part of the 
weak 'air' layer at the top of the model moves 
spontaneously to behind the mobile wall. 

LAPEX-2D. Diffusive erosion (diffusion coeffi- 
cient of the order 10 .6  m 2 S - 1 )  i s  applied at the 
surface to avoid steep slope angles not supported 
by the current meshing technique. 

Microfem. A small amount of surface smoothing 
is applied. Tests have shown that this does not 
significantly affect the dynamic evolution. 

NISA II/Static. Because NISA/Static uses a 
Lagrangian approach without remeshing, the 
code cannot handle large deformations and fails 
to converge at an early step. 

PFC D. The density of all materials is 1600 kg 
m -3 and, therefore, differs slightly from the 
values used in the other experiments (Table 1). 
The radii size is randomized within 12-24  m 
(sand) and 5 - 1 0  m (microbeads). Shearing tests 
suggest a shear angle in bulk behaviour of 35 ~ 
for sand and 25 ~ for microbeads. The basal 
boundary condition has the same friction angle 
as sand and is, therefore, higher than the value 
used in the other experiments. 

Sopale. To avoid numerical instabilities associ- 
ated with an abrupt velocity change the mobile 
wall velocity is smoothed by extrapolating the 
applied velocity to 0 over the lowermost 200 m 
(equals 0.2 cm) of 'sand' (excluding the basal 
frictional layer). A minimal amount of diffusive 
erosion (diffusion coefficient 1 0 - 9 m 2 s  -1) is 
applied at the surface. 

Model results 

The structural evolution of all models is shown in 
Figure 2 with plots of geometry and strain-rates 
after 2, 6, l0  and 14 cm of displacement (unless 
specified otherwise). Shear zones can readily be 
identified on the geometry plots, while the 
strain-rate plots visualize their propagation, 
moment of initiation and later abandonment. 
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Fig. 2. Results for the shortening experiment. All quantities (including strain-rates) are scaled down to the sandbox 
scale. (a) Initial geometries. The grid of Abaqus/Standard is the calculation grid, while for LAPEX-2D, Microfem 
and Sopale the shown grid is (a subset of) the tracking grid. 

The strain-rate plots also show when the weak 
embedded layer is utilized and whether shear 
zones propagate forward along the weak layer 
or along the base of the model. In continuum 
numerical models shear displacement is not 
accommodated along discrete fault planes, but 
rather along more distributed shear zones. For 
ease of comparison with the analogue models, 
we will, however, sometimes refer to 'faults' 
when describing numerical results. 

In order to allow a comparison of all model 
results in a more quantitative manner we 
measured the following properties (Table 3, 
Figs 3 and 4): amount of displacement at which 
forward thrusts form, their dip angle, the 
spacing between thrusts, the amount of fault- 
controlled shortening, surface slope, when the 
embedded weak layer is activated, and the 
length of the detachment in this layer. We 
found, however, that our measurements were 
influenced by the measurer and subject to small 
differences in interpretation. The values reported 
here were, therefore, completely measured 

by two people, in the same manner, and sub- 
sequently averaged. A fault was considered to 
be initiated when deformation had clearly loca- 
lized along it as shown by strain-rate maxima 
and small finite displacement of the deforming 
material. Dip angles were measured on the 
finite deformation plots and represent a dip 
angle for the whole shear zone (not differentiat- 
ing between upper and lower dip angles). The 
variation in dip angle values between the two 
measurers was on average 2 ~ (ranging between 
0~176 Measurements of surface slope are 
rather inaccurate in the initial stages of shorten- 
ing when only one thrust has formed (Fig. 4b), 
but improve substantially as soon as a second 
thrust has formed (Fig. 4c). From then on the 
difference between the values measured by the 
two measurers did not exceed 3 ~ . Oscillations 
in surface slope angles occur just before or 
after the formation of a new thrust, depending 
on the degree to which a new thrust is incorpor- 
ated into the wedge. To determine the amount 
of shortening accommodated by faults, we 
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Fig. 2. (b) Geometries after 2 cm. Note that Abaqus/Standard and Microfem are shown after 1.8 cm and NISA/Static 
after 2.3 cm. 

measured the offset of layers at a fault by using 
the cut-off points of the layers and the fault. 
Folding of layers towards a fault zone was 
classified as folding-controlled shortening. 
Fault-controlled shortening was in a number of 
cases difficult to determine accurately as the 
cut-off points of layers with faults were 
smeared out. The ranges in Table 3 reflect the 
differences between the two measurers. 

The numerical models share many similarities: 
(1) Shortening is accommodated by in-sequence 
forward propagation of thrusts (Figs 2 and 3a). 
(2) The first-formed forward thrust roots at the 
base of the mobile wall in most of the exper- 
iments (Figs 2b and c). (3) By 2 cm of displace- 
ment an active forward thrust has formed in all 
models (Fig. 2b). (4) The location where the 
first-formed forward thrust reaches the surface 
is influenced by the surface wedge in almost all 
of the experiments (except maybe NISA/Static) 
(Fig. 2b). (5) The embedded weak layer accom- 
modates shear displacement in almost all exper- 
iments when sufficient shortening has occun'ed to 

increase the surface wedge (Table 3) (the 
strain-rate plots for I2ELVIS show activity of 
the weak layer, but no finite strain accumulates 
here). (6) The surface slope remains in the 
stable field for critical taper theory (calculated 
from Dahlen (1984) and Zhao et al. (1986) for 
homogeneous sand) (Fig. 4). Activation of the 
embedded weak layer has no discernable effect 
on surface slope (Table 3 and Fig. 4). The 
stable taper field for a cohesive wedge building 
in 2.5 cm thick material above the weak layer 
is almost the same as the stable field shown in 
Figure 4. 

Although the manner in which the models 
accommodate shortening leads to a similar 
style of deformation, it is also clear from 
Figures 2, 3 and 4, and Table 3 that variations 
exist among the models. Differences between 
the model results are: (1) The number of thrusts 
that have formed at a specified amount of displa- 
cement is variable (maximum two thrusts 
difference in the displacement range examined 
here) (Figs 2 and 3a). (2) The dip angle of the 
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Fig. 2. (c) Strain-rates after 2 cm (Abaqus/Standard and Microfem after 1.8 cm, NISA/Static after 2.3 cm). 

forward thrusts shows variations of up to 14 ~ . 
The dip angle of the first thrusts is most 
likely influenced by the initial surface wedge. 
Later thrusts have dip angles between 45 ~ 
(non-dilatational Roscoe angle) and 45 ~ - ~b/2 
(Coulomb angle) (Vermeer 1990). (3) The 
distance between a newly formed thrust and 
the previously formed thrust is highly variable 
(Fig. 3c). (4) The embedded weak layer is first 
activated at different amounts of shortening 
(Table 3). (5) The amount of fault controlled 
shortening differs highly (Table 3). 

Sensitivity analyses 

An important advantage of numerical models is 
the ease with which the sensitivity to model para- 
meters can be investigated. We tested the varia- 
bility of the numerical results to assumptions 
regarding the model set-up (mesh resolution 
and elasticity) and values of material properties 
(cohesion and basal friction). We found that the 
evolution of thrusts is influenced by the resol- 
ution of the calculation domain, which may 

provide a partial explanation of differences 
found between the numerical results. Figures 5a 
and b show the difference after 10 cm displace- 
ment for I2ELVIS caused by increasing the 
normalized element size (Table 2) from 0.05 
to 0.1, thus reducing the resolution. A higher 
resolution tends to increase the number of 
shear zones, while the individual shear zones 
become more focussed. A similar trend can be 
seen when comparing the result from the 
two ALE-type codes Microfem (lower resol- 
ution) and Sopale (higher resolution). Studies 
using analogue sandbox experiments found that 
thrust spacing depends on layer thickness, basal 
friction and surface slope (Mulugeta 1988; 
Mulugeta & Koyi 1992; Gutscher et al. 1998b). 
However, as pointed out by Mulugeta (1988) 
changes in material layering may perturb a 
systematic thrust spacing and it may be, there- 
fore, that the embedded weak ('microbeads') 
layer in our set-up partly contributes to the 
observed irregularity in thrust spacing. The 
sensitivity of shear zone width and spacing is 
discussed further with the results of the extension 

 at University of Otago on September 11, 2014http://sp.lyellcollection.org/Downloaded from 



THE NUMERICAL SANDBOX 39 

Fig. 2. (d) Geometries after 6 cm. 

experiment (section on Localization of  shear 
deformation). 

We have assumed that in sandbox-type 
experiments the amount of finite strain that can 
be accommodated by elastic material behaviour 
is small. Abaqus/Standard, I2ELVIS, NISA/ 
Static and LAPEX-2D include elastic behaviour 
and their deformation is essentially elasto- 
plastic in the shortening experiment, while 
Microfem and Sopale behave essentially rigid- 
plastic. A general comparison of the large- 
deformation results shows that the elastic 
component in material behaviour may lead to 
slightly more distributed deformation (as strain 
can also be accommodated between shear 
zones), but that overall the effect of elasticity is 
small for our set-up and material properties. In 
LAPEX-2D, effective elastic strain remains 
below approximately 2%. 

Critical taper theory predicts that the strength 
of the frictional materials directly influences 
the taper angle that can be supported. With 

higher cohesion values the range of stable taper 
angles increases (from Zhao et al. 1986). Ellis 
et al. (2004) found in their thrust wedge exper- 
iments that surface slope increases with increas- 
ing cohesion, whereby the increase in surface 
slope mainly occurs at the toe of the material 
which has been thrust up. Tests with Sopale 
show that variations in the slope angle of the 
enveloping surface for cohesion variations from 
0 to 100 Pa are limited (2 ~ for displacements of 
10 cm or more) without a clear trend towards 
higher slopes for higher cohesion. Higher cohe- 
sion material can support steeper edges of 
thrust sheets (Figs 5c, d and e). As the higher 
cohesion value was assigned to 'sand' and 
'microbeads' alike, the strength contrast across 
the 'microbeads' layer is reduced and less shear 
displacement is consequently accommodated 
along it. 

From Sopale experiments we find that a 
decrease in the basal friction angle (from 19 ~ to 
10 ~ reduces the surface slope (with around 8 ~ 
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Fig. 2. (e) Strain-rates after 6 cm. 

for the later shortening stages). This trend is in 
accordance with critical taper theory, which 
predicts lower critical taper angles for lower 
basal friction (Davis et al. 1983), and has also 
been found in other thrust wedge studies 
(Gutscher et al. 1998a; Vanbrabant et al. 1999). 
For low basal friction forward propagation of 
thrusts occurs faster. 

Implications o f  the numerical  experiments 

The numerical results for the thrust wedge exper- 
iment show similar deformation styles in which 
shortening is accommodated in a mainly rigid- 
plastic manner by in-sequence forward propa- 
gation of thrusts. Thrust wedge formation and 
propagation is, therefore, a robust feature of the 
seven models. However, despite the use of 
similar initial set-ups, material properties and 
boundary conditions, variability in structural 
evolution arises. These differences highlight the 
possible ranges in structural evolution and mea- 
surable quantities (e.g., surface slope) due to 

the application of different numerical codes, 
variable resolution and different implementation 
of boundary conditions. A fascinating unex- 
pected result is the role of measurer bias in deter- 
mining quantities such as dip and thrust spacing. 
Our results indicate that thrust spacing and the 
number of thrusts versus displacement should 
be considered carefully when evaluating results 
from numerical simulations and applying these 
(in a general manner) to natural systems. This 
implies that although numerical models may be 
used 'qualitatively' to interpret the mechanics 
of thrust wedges, limitations exist to the extent 
to which quantifiable measures such as thrust 
fault sequences may be compared at the present 
time. Future code comparisons may be helpful 
in reducing the differences between the numeri- 
cal model results. Test experiments should pre- 
ferably have a simplified set-up (avoiding 
abrupt changes in velocity boundary conditions 
which may require numerical smoothing), the 
same grid resolution, and material properties as 
similar as possible. 
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Fig. 2. (f) Geometries after 10 cm. 

Comparison to analogue results 

Figure 6 compares the numerical model geome- 
tries at 2 and 14 cm of displacement to results 
at equivalent stages from the analogue exper- 
iments of the laboratories of Bern, IFP, Parma, 
Pavia and Toronto (Schreurs et al. 2006). We 
have selected those analogue experiments that 
have the same set-up as our numerical exper- 
iments (i.e., no conveyor belt type experiments) 
and for which cross-sectional information was 
recorded. The properties of the granular 
materials used in the five analogue experiments 
are variable (e.g., sand: ~bpeak between 33.2 ~ 
and 45 ~ q~stable 29.2~176 microbeads: ~bpeak 
22.3~ ~ ~stable 20.6~176 the exact 
values can be found in Schreurs et al. (2006)) 
and this probably affected the analogue results. 

As the analogue granular materials are dilata- 
tional, they compact upon shortening. The 
strain-hardening effect this causes has not been 
included in most of the numerical experiments. 
Three analogue experiments were monitored 
through glass sidewalls (Parma, Pavia, Toronto) 
while two recorded internal deformation with 
X-ray CT tomography (Bern, IFP). In the accom- 
panying paper (Schreurs et al. 2006) it is shown 
that edge effects may influence the deformational 
structures close to the lateral (observation) side- 
walls. The extent of edge effects may be evalu- 
ated by surface monitoring and cutting of 
sections after the final stage of the experiment. 
The quantification of parameters in all analogue 
and numerical experiments was as much as 
possible done in the same manner. Ranges of par- 
ameters that were measured in the analogue 
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Fig. 2. (g) Strain-rates after 10 cm. 

experiments (number of thrusts, dip angle, thrust 
spacing, fault-controlled shortening, microbeads 
layer activation and surface slope) are indicated 
in the figures and table which report the numeri- 
cal values (Figs 3 and 4 and Table 3). 

The comparison of our numerical results to the 
analogue models leads to the following obser- 
vations: (1) The variability between numerical 
codes is about the same as the degree of variabil- 
ity between different analogue models. (2) The 
numerical codes produce the same overall struc- 
ture and sense of forward-propagation seen in the 
analogue models. (3) Most of the analogue 
models show the forward thrust (at 2 cm displa- 
cement, Fig. 6a) propagating from a basal point 
located to the left of the lower right-hand 
corner, whereas most of the numerical models 
show the forward thrust propagating from this 
corner. This may reflect a difficulty in the 

numerical models of representing the velocity 
discontinuity at the corner. Panien et al. (2006) 
show that thrust localization near the mobile 
wall is sensitive to the exact implementation 
and smoothing of the applied velocity near the 
basal corner. Alternatively, the actual velocity 
discontinuity in the analogue models may not 
be so sharply defined as implied by the set-up 
(Fig. 1) and just a small exit slot may smooth 
the impact of the velocity discontinuity. (4) 
Most of the analogue models show a distinct 
backthrust at 2 c m  displacement which is 
poorly represented in most of the numerical 
models (except in the results of I2ELVIS, in 
which the mobile wall is part of the compu- 
tational domain and has a 0.05 cm high exit 
slot at the base) (Fig. 6a). The absence of the 
backthrust in the numerical models may link to 
the strong preference for the first forward thrust 
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Fig. 2. (h) Geometries after 14 cm. 

to initiate at the basal right-hand corner, as this 
configuration does not allow for a backthrust pro- 
pagating up from the base. Interestingly, in the 
thrust wedge models of Ellis et al. (2004) 
(which were run with Microfem) a backthrust is 
visible and the first forward thrust roots to the 
left of the mobile wall. The exit slot below the 
mobile wall in these simulations may smooth 
the corner discontinuity, which suppresses the 
tendency for the thrust to localize in the basal 

corner and then allows a backthrust to form. 
Alternatively, the backthrust in these exper- 
iments could be due to the high angle of friction 
for the backstop. (5) The analogue models show 
the first thrust intersecting the surface to the left 
of the imposed wedge, as do the numerical 
models (Fig. 6a). (6) Localization of deformation 
in shear zones in the initial stages of shortening 
occurs slightly earlier in the numerical models 
than in the analogue models. The analogue 
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Fig. 2. (i) Strain-rates after 14 cm. 

models accommodate up to 0.5 cm of shortening 
through lateral compaction before visible faults 
form. (7) The variation in the number of thrusts 
between different numerical codes is approxi- 
mately the same as the variation between equiv- 
alent analogue models (Fig. 3a). (8) The spacing 
of thrusts is less variable between the numerical 
codes than between the analogue experiments 
(Fig. 3c). (9) The dip angles of the forward 
thrusts are generally slightly lower in the 

analogue experiments (between 19 ~ and 33 ~ 
than in the numerical experiments (between 20 ~ 
and 39 ~ (Fig. 3b). The analogue experiments 
follow the theoretical values for Coulomb dip 
angles (Vermeer 1990) quite closely, which for 
the frictional properties of these five analogue 
experiments range between approximately 23 ~ 
and 29 ~ . The predicted values for the numeric 
dip angles lie between 27 ~ (Coulomb dip angle) 
and 45 ~ (non-dilatational Roscoe dip angle). 
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Table 3. Quantification of shortening experiments* 

Code Fault 'Microbeads' 
short.* at layer 

4 cm 
Activated at Detachm. 

length 

Abaqus/ n.a. n.a. 
Standard 

I2ELVIS 2.5-2.6 never 
LAPEX-2D 1.9-2.8 3 
Microfem 1.5-2.3 4 
NISA/Static n.a. n.a. 
PFC2D/Kyoto 1.5-1.8 6 
Sopale 2.0-2.8 4 
Analogue 1.9-2.9 5.0-never 

ranges* 

7.4 
6.2 

8.0 
5.0 
2.2-9.3 

*All values referred to sandbox scale in cm. Output stages typi- 
cally available at 0, 0.5, 1, 2 and then every 2 cm of shortening. 
*Fault-controlled horizontal shortening determined by cut-off 
points between layers and the faults. 
*Analogue values from experiments of University of Bern, Univer- 
sity of Parma, University of Pavia, IFP Rueil-Malmaison and 
University of Toronto (Schreurs et al. 2006). 

The first thrusts may  be inf luenced by the surface 
wedge,  leading to lower  values for their dip 
angles. (10) The surface slopes measured  for 
the numerical  models  plot around the lower  
ranges of  the analogue surface slopes (Fig. 4). 
This is probably caused by the general ly lower  
strength of  the numerical  materials in compari-  
son with many  of  the analogue materials 
(Table 1). 

Most  of the differences be tween the numerical  
and analogue models  may  be attributed to the dif- 
ficulty in representing the exact  set-up of  the ana- 
logue model  and to differences in material  
properties. Despi te  these differences,  the numeri-  
cal models  still produce a similar taper geomet ry  
and evolut ionary style to the analogue models.  

Extension experiment 

M o d e l  set-up 

The extension exper iment  examines  the influ- 
ence of  a weak,  basal viscous layer  on normal  
fault localization and propagation in over lying 
brittle materials. The mode l  is 20 c m  wide  and 
3.5 c m  high (Fig. lb).  It consists of  three 'sand'  
layers (only coloured differently) and a 10 cm 
wide  and 0.5 c m  high layer  of  viscous PDMS,  
which  overlies the central  basal part of  the 
model .  A thin rigid sheet cover ing the base of  
the model  extends f rom the middle  to the right 
lateral wall and is at tached to it. Extension is 
achieved by moving  the right wall  outward to 

Fig. 3. (a) The amount of displacement at which a 
forward thrust forms shows that all experiments have 
forward propagation of thrust formation. (b) Dip angle 
of forward thrusts at the moment of their initiation. A dip 
angle of approximately 19 ~ is expected for the first thrust 
if its location was entirely controlled by the initial 
wedge. (e) Spacing to the previous forward thrust 
measured at the moment of initiation of the new forward 
thrust. Inset shows how thrust spacing is measured. 
The quantities in (b) and (e) have been measured at the 
same stages of shortening as depicted in (a). The 
grey bands denote the range of values measured 
for the analogue experiments of University of Bern, 
IFP Rueil-Malmaison, University of Parma, University 
of Pavia and University of Toronto (see also Fig. 6 
and Schreurs et al. 2006). 
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Fig. 4. (a) Surface slope versus amount of displacement. Surface slopes as measured in the analogue experiments of 
University of Bern, IFP Rueil-Malmaison, University of Parma, University of Pavia and University of Toronto 
(Schreurs et al. 2006) are shown as a grey band. (b) Schematic figure showing how surface slope has been determined 
for the early stages of shortening. It is clear that the initial surface slope angles are difficult to determine. (c) For two or 
more thrusts, the surface slope has been determined by drawing the enveloping surface. 

the right at a rate of 2.5 cm/hr.  This velocity is 
also transmitted to the right basal half of the 
model through the basal sheet. The tip of the 
basal sheet forms a migrating velocity disconti- 
nuity. The base of the model, the basal sheet 
and the sidewalls are again covered with Alkor 
foil (prescribed boundary friction is 19~ The 
boundary condition of silicone overlying this 
foil was treated differently in the models. The 
extension experiment was run with six nume- 
rical codes (Abaqus/Standard, I2ELVIS, 
LAPEX-2D, Microfem, SloMo and Sopale; 
Table 4), which were all non-dilatational for 
this experiment. The initial geometries are 
shown in Figure 7a. The following code-specific 
assumptions apply: 

I2ELVIS. Basal friction is applied along 
the whole bottom boundary. The rigid mobile 
wall and a 0.5 mm thin rigid plate (with a back- 
ground viscosity of 10J4pas and a shear 

2 4 modulus of 10 - 10 MPa) are included into the 
computational domain. During extension, part 
of the weak 'air' layer at the top of the model 
is spontaneously displaced from behind the 
mobile wall. 

LAPEX-2D. Basal points above the moving 
sheet are assigned the velocity of the sheet, 
whereas basal points to the left of the moving 
sheet are held fixed. The change in velocity at 
the basal velocity discontinuity is accommodated 
over 4 elements (2.7 km scaling to 0.27 cm). 

Abaqus/Standard. Basal friction is applied along 
the entire bottom boundary. The change in velocity 
at the basal velocity discontinuity is accommo- 
dated over 4 elements (0.4 km scaling to 0.4 cm). 
The model diverged after 1.5 cm of displacement. 

Microfem. Basal friction is applied along the 
entire bottom boundary. The change in velocity 
at the basal velocity discontinuity is smoothed 
over 3 nodes (0.25 km scaling to 0.25 cm). The 
domain width is 25 km (25 cm). 
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Fig. 5. Sensitivity tests for the shortening experiment. I2ELVIS strain-rates after 10 cm of displacement for (a) high 
resolution (normalized element size 0.05 as in Fig. 2) and (b) lower resolution (normalized element size 0.1). Sopale 
results after 10 cm of displacement for (c) a cohesion of 100 Pa (sandbox scale), (d) a cohesion of 10 Pa (as in Fig. 2), 
and (e) a cohesion of 0 Pa. 

SloMo. Basal points above the moving sheet are 
assigned the velocity of the sheet, whereas points 
to the left are held fixed. The basal velocity dis- 
continuity is accommodated by a linear decrease 
in velocity over 0.5 cm (10 elements). 

Sopale. Basal points above the moving sheet 
are assigned the velocity of the sheet, whereas 

basal points to the left of the moving sheet 
are held fixed. The change in velocity at the 
basal velocity discontinuity is accommodated 
over 4 elements (0.2 km scaling to 0.2 cm). The 
vertical sides are held fixed (however, this 
boundary condition has no effect as deformation 
does not propagate to the lateral ends of the 
model). 
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Fig. 6. Comparison of numerical and analogue results for the shortening experiment. (a) 2 cm of shortening (note that 
the model domain has been cropped on the left-hand side). (b) 14 cm of shortening. 

Model  results 

The evolution of the six numerical models is 
shown in Figure 7 with plots of geometry and 
strain-rate (after 1, 2 and 5 cm of extension) 
and pressure (after 1 and 5 cm). Measurements 
of fault dip, location of fault initiation, fault- 
controlled extension and fault migration are 
shown in Table 5 and Figure 8. The measurement 
procedure was the same as for the shortening 
experiment. The initial set-up of the experiment 
is symmetric and the very first deformation 

structures should, therefore, be symmetric. The 
symmetry is disrupted as the basal sheet is 
pulled out from underneath the model. 

Analysis of the numerical results allows the 
following observations (Figs 7 and 8, Table 5): 
(1) Extension first leads to the formation of two 
conjugate shear zones centred at the basal vel- 
ocity discontinuity (the tip of the basal sheet) 
with a dip angle of 45 ~ to 55 ~ (Fig. 7b, Table 5). 
The dip angles are within the values expected 
for dynamic pressure-dependent non-dilatational 
Mohr-Coulomb shear zones, where predictions 
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Fig. 6. Continued. 

T a b l e  4. Extension experiments 

Code Method* Nodes  * Track  Norm.  E w v II ~T At I Veloc.2 
points elem. (MPa) (Pa s) 

size* 

Abaqus /  F E M  201 x 36 n.a. 0.1 0.5 0.25 5e6 varies 2.2 c m / y r  
Standard 

I2ELVIS F D M  + M I C  400 x 75 175000 0.05 3 0.50 l e12  /0 .008  h 2.5 c m / h r  
LAPEX-2D F D M + M I C  301 x 7 1  340000 0.0577 0.1 0.125 4.5e10 1 y r /1 .4e -3s  1 c m / y r  
Mic ro fem A L E  201 x 61 12261 0.1 n.a. n.a. 4e133 700 y r /22 .2s  2.2 c m / y r  
S loMo F E M  401 x 71 94500 0.05 0.005 0.50 l e9  /5s  2.5 c m / h r  
Sopale A L E  401 x 71 253411 0.05 n.a. n.a. 4.6e13 1000yr /7 .2s  0.5 c m / y r  

*FEM = Finite Element Method, FDM = Finite Difference Method, ALE = Arbitrary Lagrangian Eulerian, MIC = Marker-in-Cell. 
tNodes in horizontal x vertical direction. 
*Normalized element size is measured as the square root of element area, scaled to sandbox scale (cm). 
~Young's modulus, scaled to sandbox scale. 
IIPoisson ratio. 
~lBackground viscosity (for sand), scaled to sandbox scale. The numerical value for the viscosity of the silicone for the scaled experiments 
can be derived from the analogue viscosity value (5e4 Pa s), the numerical velocity and the scaling relationships (Equation 3). 
~Time step used in the calculations. First value is for the numerical model, second value is its equivalent scaled to the sandbox scale. 
2Velocity on sandbox scale is 2.5 cm/hr for all experiments. 
3Equivalent linear viscosity; a non-linear viscosity was used in the calculations. 
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Fig. 7. Results for the extension experiment. All quantities (including strain-rates and pressures) are scaled 
down to the sandbox scale. (a) Initial geometries. The grid of Abaqus/Standard is the calculation grid, while for 
LAPEX-2D, Microfem, SloMo and Sopale the shown grid is (a subset of) the Lagrangian tracking grid. 
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Fig. 7. (b) Geometries after 1 cm, including analogue examples of University of Bern and IFP Rueil-Malmaison. 
VD = velocity discontinuity. 
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Fig. 7. (c) Strain-rates after 1 cm. 

for fault inclination range between 45 ~ (Roscoe 
angle) and 45 ~ +4~/2 (Coulomb angle) 
(Vermeer 1990). The agreement in fault dip 
angles among the models is reflected in the simi- 
larity in dynamic pressures at 1 (and also 5 cm) 
of extension (Figs 7d and i). (2) The viscous 
layer distributes deformation quickly and at 
1 cm of extension distributed shear zones are 
visible in all models (Fig. 7c). The left and 

right side edges of the viscous layer are found 
quickly (Table 5). (3) With continued extension, 
the shear zones migrate to the right, the silicone 
layer thins and the surface depression becomes 
wider and asymmetric in shape (Figs 7d-g) .  
The structural evolution of all the large- 
deformation models is very similar, especially 
in light of the differences in basal boundary con- 
dition. This suggests that the basal contact is not 
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Fig. 7. (d) Dynamic pressures after 1 cm. 

as important as the interaction between the 
moving velocity discontinuity and the viscous 
layer. (4) The evolution in dip angle of the first 
formed shear zone to the fight of the velocity dis- 
continuity is fairly similar for the different 
models (Fig. 8a). For larger amounts of extension 
( > 5  cm), we find that block rotation becomes 
more pronounced and fault dip decreases. (5) 
The first formed shear zone moves to the fight 
as the basal sheet is pulled out (Fig. 8b). A 
general trend is that fault migration is slower 
than the velocity with which the basal sheet is 

pulled because deformation is taken up by the 
block to the right of the first formed shear zone 
(e.g., through the formation of new shear 
zones). The differences between the numerical 
models are small and the effect on the resulting 
geometries is small as well. (6) The amount of 
fault-controlled extension is again highly vari- 
able (Table 5), as was observed for the shorten- 
ing experiment. (7) The dynamic pressure field 
(Figs 7d and i) is more heterogeneous than the 
strain-rate field (Figs 7c and h) and visualizes 
both existing shear zones (currently or previously 
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Fig. 7. (e) Geometries after 2 cm. 

active) and potential shear zones (which are not 
necessarily activated). A comparison of the 
pressure fields for LAPEX-2D and Sopale 
shows that the seemingly rigid footwall blocks 
at the sides of the model behave in a different 
way in the two models. In Sopale the footwalls 
are at yield, whereas in LAPEX-2D they show 
an infinitesimal amount of elastic deformation 
(10 -5 approximately) and are not at yield. In a 
purely viscous-plastic code (such as Sopale) 
any amount of deformation in a high-viscosity 
limit brings the stresses immediately on yield. 
This is not the case for a visco-elasto-plastic 
code where the material has an additional 
freedom to deform elastically. The dynamic 
pressure for Abaqus/Standard is less well 
resolved due to the relatively low resolution of 
the model, which may perhaps also incorporate 

a certain degree of pressure smoothing. The 
pressure plots for Microfem show the effects of 
the stick-slip friction basal boundary condition. 
This creates a region of enhanced dynamic 
pressure in the left footwall block, which is not 
seen in the results for the other codes. However, 
the enhanced pressures do not have a large influ- 
ence on deformation since the average strain- 
rates in this region are low. 

Localization of shear deformation 

Comparison of the six experiments shows that 
the degree of focussing of deformation on shear 
zones may vary significantly (Table 5, Fig. 7). 
Results from I2ELVIS and Sopale demonstrate 
that both the degree of localization and the 
number of shear zones that form strongly 
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Fig. 7. (f) Strain-rates after 2 cm. 

increase with increasing resolution of the 
numerical grid. This can also be seen from a 
comparison of the results from Microfem 
(lower resolution ALE code) and Sopale 
(higher resolution ALE code) (Fig. 7). According 
to Cundall (1990), the ratio of elastic bulk 
modulus to lithostatic pressure is an important 
parameter for fault spacing, whereby an increase 
in this ratio decreases fault spacing. In nature, the 
value of this dimensionless ratio is expected to 
vary over orders of magnitude (for example, 
between 17 and 4432, using an elastic modulus 
of 10J~ p 2 3 0 0 - 3 0 0 0 k g m  -3 and 
height 1-20 km) and the variation in this ratio 
for the four numerical experiments that include 
elastic material behaviour is of the same order 
(between 3 and 1867 using the elastic shear 

modulus, p 1560 kg m -3, height 3.5 km). How- 
ever, in the set-up of our experiment, the 
viscous layer and the velocity discontinuity 
control the initial location of shear zones and 
this set-up is, therefore, not suitable for a sys- 
tematic study of shear zone spacing. 

The use of dynamic pressure in Mohr- 
Coulomb plasticity significantly increases the 
localization of deformation in shear zones (tests 
with I2ELVIS and Sopale, Fig. 9). A V o n  
Mises model (no pressure dependence) with an 
equivalent strength and softening to the Mohr- 
Coulomb models shows a considerably lower 
degree of localization (Figs 9a and d). With a 
depth-dependent pressure (Fig. 9b) localization 
is still less than in the dynamic pressure case 
(Figs 9c and e). To be noted here is that the 
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Fig. 7. (g) Geometries after 5 cm, including analogue examples of University of Bern and IFP Rueil-Malmaison. 
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Fig. 7. (h) Strain-rates after 5 cm. 

dynamic pressure is calculated differently in the 
two codes compared in Figure 9 (see also Figs 
7d and i). Sopale (and also Microfem) calculate 
dynamic pressure through a penalty formulation 
with a high but finite penalty ratio (Fullsack 
1995) which leads to quasi-incompressibility 
(or a slight compressibility). In I2ELVIS the 
purely incompressible continuity equation is 
solved. Our test calculations with I2ELVIS 
have also shown that for a marker-in-cell tech- 
nique, the numerical width of shear zones 
depends strongly on the interpolation schemes 
which are used for strain rate, stress and vis- 
cosity: numerical diffusion due to the interp- 
olation between nodes of the grid and the 
markers can cause strong (two- to fivefold) 
widening of shear zones leading to a decrease 
in strain-rate contrast. Finite element and finite 
difference codes have a tendency to reduce 
shear zone width with decreasing element size, 
implying that numerical shear zone width is 

mesh-dependent. Very fine meshes probably 
underestimate the width of localized shear 
zones in comparison with observed shear band 
widths in granular media (see also de Borst & 
Sluys 1991; Zervos et al. 2001). 

Sensitivity analyses 

In the extensional models presented here, two 
different boundary conditions were applied at 
the base. In Abaqus/Standard, I2ELVIS and 
Microfem, boundary friction was applied along 
the whole bottom boundary, including along 
the viscous material. In LAPEX-2D, SloMo 
and Sopale, grid points on the basal sheet were 
assigned the velocity with which the sheet was 
pulled and points to the left of the sheet were 
held fixed. The high level of agreement 
between the modelling results of the six exper- 
iments shows that any effect of this variation in 
basal boundary condition is small. The tip of 
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Fig. 7. (i) Dynamic pressures after 5 cm. 

the basa l  shee t  serves  to ini t ia l ly  loca l ize  defor -  
ma t ion  in a s y m m e t r i c  m a n n e r  in the cent re  o f  
the mode l .  An e x p e r i m e n t  wi th  a f ree  slip ba se  
w i thou t  basa l  sheet  (run wi th  Sopa le )  s h o w s  
that in this case  shear  zones  first f o rm  at the 

edges  o f  the v i s cous  layer  and soon  after  in the 
cent re  o f  the mode l .  

E x p e r i m e n t s  wi th  I 2 E L V I S  and Sopa le  s h o w  
that a l o w e r  ex tens iona l  ve loc i ty  (wh ich  is equ iv-  
alent  to a l o w e r  v i scos i ty  for  the  v i scous  layer)  

Table  5. Quantification o f  extension experiments* 

Code Fault ext. t Fault initiation at Fault on left side Fault on right side 
at 2 cm ends of PDMS of VD of VD 

Left Right dip when dip when 

Abaqus/Standard - 0.5 0.5 45 ~ 0 4 5  ~ 0 

I2ELVIS 0 .9 -1 .2  never 2 51" l 52 ~ 1 
LAPEX-2D 0 .7-0 .9  0.5 0.5 51 ~ 0.5 53 ~ 0.5 
Microfem 0 .5-1 .2  never 1.5 46 ~ 0.5 48 ~ 0.5 
SloMo 0 .7-0 .8  2 2 53 ~ 1 55 ~ 1 
Sopale 1.1-1.3 0.5 0.5 50 ~ 0.5 52 ~ 0.5 
Analogue ranges* 0 .9 -1 .0  never 2 - 4 . 5  65 ~  ~ 0.5 60 ~  ~ 0.5 

*All values referred to sandbox scale in cm. Output stages typically available at 0, 0.5, 1 and then every cm of extension. 
tFault-controlled horizontal extension determined by cut-off points between layers and the faults. 
*Analogue values from experiments of University of Bern and IFP Rueil-Malmaison (Schreurs et al. 2006). 
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size) leads to the development of more 
shear zones which are better focussed, as dis- 
cussed above. This can also be seen from a 
comparison of Microfem (lower resolution) to 
Sopale (higher resolution) results and is again 
similar to our observation for the shortening 
experiment. 

Fig. 8. (a) Dip angle of the first-formed normal fault on 
the fight-hand side of the velocity discontinuity (the tip 
of the basal sheet) versus extension. (b) Migration of the 
same fault. The migration is measured relative to the 
initial position of the tip of the basal sheet. (e) Schematic 
drawing showing how the quantities in (a) and (b) were 
measured. The grey bands denote the range of values 
measured for the analogue experiments of University of 
Bern and IFP Rueil-Malmaison (see also Fig. 7 and 
Schreurs et al. 2006). 

favours a more efficient outward propagation of 
shear zone development. The surface depression 
is less deep. A higher cohesion of the 'sand' 
material leads to locally steeper surface slopes, 
similar to our observations for the shortening 
experiment. We found that a reduction or 
increase in the strain softening range does not 
affect the results significantly. Tests with 
I2ELVIS and Sopale also showed that a higher 
resolution calculation grid (smaller element 

Implications o f  the numerical  experiments 

Comparison between the different numerical 
codes for the extension experiment shows a 
high level of agreement. All predict the same 
location of maximum thinning and show the 
same general evolution and stepping out of 
shear zones. High-resolution numerical codes 
(e.g., Sopale) predict rotation of shear zones 
with larger finite deformation. The extensional 
results show much less variation compared to 
the shortening experiment. Ellis et al. (2004) 
suggest that experiments involving weak 
viscous layers reduce the influence of boundary 
conditions on both analogue and numerical 
results, and instead pass control to rheological 
strength contrasts within the model domain. In 
our set-up, the weak viscous basal layer serves 
to reduce the effect of stress discontinuities due 
to the basal velocity discontinuity. 

Although the overall dynamics and evolution 
of the different numerical codes are similar, 
differences in the number of shear zones that 
develop, the timing at which the ends of the 
viscous layer are activated and the shear zone 
dip can be seen. These differences partly 
appear to reflect differences in mesh resolution. 
As for the shortening experiment, we find that 
caution is required in interpretations from 
numerical results involving number of shear 
zones and shear zone spacing. 

Our numerical experiments may also have 
important implications for the understanding of 
pressure distributions in large-scale tectonic 
processes involving the development of shear 
zones. As follows from our results, the 
dynamic pressure field (Figs 7d and i) in a 
medium subjected to brittle/plastic deformation 
deviates strongly from the lithostatic distribution 
often assumed in geosciences. These results are 
in line with other theoretical studies (e.g., 
Mancktelow 1995; Petrini & Podladchikov 
2000; Burg & Gerya 2005) which predict sig- 
nificant underpressure and overpressure effects 
in orogenic processes. This, in turn, may have 
strong consequences for the pressure-tempera- 
ture evolution of deformed rocks complexes 
composing the Earth's crust and lithospheric 
mantle. 
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Fig. 9. A comparison of strain-rates for I2ELVIS and Sopale after 2 cm of extension shows the influence of the 
plasticity description. (a) and (d) Angle of internal friction 4' = 0. Cohesion softens from 170 Pa to 140 Pa (sandbox 
scale). These values mimic the same strength and strength reduction as for the frictional extension models. (b) Sopale 
for Mohr-Coulomb plasticity with depth-dependent pressure. (c) and (e) Mohr-Coulomb plasticity with dynamic 
pressure (standard case). 

Comparison to analogue results 

Only two analogue experiments documented 
cross-sectional information at different extension 
stages and could be used to compare the numeri- 
cal results against. The analogue results of the 
University of Bern and IFP RueiI-Malmaison 
show an overall similar evolution, but differ in 
the velocity with which normal faults are distrib- 
uted outwards (Schreurs et al. 2006). The geome- 
tries of the numerical and analogue experiments 
after 1 and 5 cm of extension are shown in 
Figures 7b and g. The dip angle and migration 
of the first formed shear zone to the right of the 
velocity discontinuity are compared in 
Figure 8. In the numerical experiments reported 
here the mobile wall velocity is directly applied 
to the fight-hand side of the models. However, 
in the analogue sandbox the role of the mobile 
wall is likely only to prevent the sand from col- 
lapsing and does not provide a driving force. 
The extension is passed to the model by the 
moving basal sheet. Because there is a sufficient 
distance between the right-hand wall and the vel- 
ocity discontinuity this is, however, not likely to 
affect the analogue-numerical comparison. 

Comparison of the numerical results to the two 
analogue experiments shows that: (1) The 
numerical experiments predict the overall 
dynamics and evolution of the analogue system 
reasonably well. (2) In both analogue and 
numerical results, shear zones initiate at the 
basal velocity discontinuity and with increasing 
extension new shear zones develop outwards. 
(3) Both numerical and analogue results show a 
rotation of shear zones with shallowing dip 

angles for increasing extension. (4) The velocity 
with which the first formed normal fault to 
the right of the velocity discontinuity moves to 
the right is very similar between the two ana- 
logue results and the numerical models 
(Fig. 8b). (5) The main difference between the 
analogue and numerical results is the dip angle 
of the shear zones (Figs 7 and 8a). The dip 
angles in the analogue experiments are much 
steeper (between 60 ~ and 69 ~ initially) and 
follow Coulomb behaviour, with dip angles pre- 
dicted by 4 5 ~  4,/2 (63~ ~ for the material 
properties of the two analogue experiments). 
All numerical extension models assume zero 
dilatation and for dynamic pressure-dependent 
Mohr-Coulomb behaviour dip angles between 
45 '~ (Roscoe) and 4 5 " +  ~b/2 (Coulomb) are 
then to be expected (Vermeer 1990) (45~ ~ 
for our material properties). The observed 
initial dip angles (45"-55 ' )  are in the lower 
range of the theoretical values. Assigning a 
non-zero dilatation angle, ~0, to 'sand' will 
increase the theoretical minimum dip angle 
value to 4 5 ~  tp/2. Tests with I2ELVIS show 
that a non-zero dilatation angle indeed results 
in higher dip angles for the shear zones. 

The numerical  sandbox 

Our study presents a direct qualitative and quan- 
titative comparison of numerical and analogue 
model results for two experimental set-ups 
aimed at simulating upper-crustal tectonic pro- 
cesses. Results from seven numerical codes are 
compared to results from five analogue 
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laboratories for a brittle thrust wedge exper- 
iment, while results from six numerical codes 
are compared to results from two analogue lab- 
oratories for a brittle-viscous extension exper- 
iment. The accompanying paper (Schreurs et al. 
2006) shows additional analogue shortening 
and extension results, which could not be used 
in our comparison as either cross-sectional infor- 
mation was not recorded during the experiment 
or a different material (clay) was used. 

A comparison of analogue experiments from 
different laboratories has to take into account 
that differences may occur in material properties 
(whereby properties may even slightly change 
due to storage conditions or small vibrations), 
modelling apparatus, model set-up (width and 
length) and in the set-up technique of individual 
experimenters. The effects of some variations 
can be tested by determining the reproducibility 
of each experiment in the same laboratory, but 
it is clearly of importance to determine the 
inter-laboratory reproducibility of analogue 
model results as well. The accompanying paper 
(Schreurs et al. 2006) shows an encouraging 
first order agreement of model results of different 
analogue laboratories, despite variability in 
model widths and in material properties. 

In comparison, numerical experiments have the 
potential to be much more reproducible, since 
material properties, model set-up and boundary 
conditions can be specified exactly. However, 
set-ups between different experimenters may 
also vary in subtle ways depending on assump- 
tions used, and even slightly different ways of 
interpreting and prescribing the initial set-up. 
The eight numerical codes used in our comparison 
differ with each other for the following properties 
and assumptions: (1) resolution, imposed element 
aspect ratios, and type of element; (2) time step 
(extension experiment); (3) smoothing of velocity 
discontinuities; (4) implementation of frictional 
boundaries; (5) material properties (dilatation 
and elasticity); (6) scaling; (7) calculation of 
dynamic pressure; and (8) surface smoothing 
(shortening experiment). Our results indicate 
that grid resolution, representation of boundary 
conditions (boundary friction and velocity dis- 
continuities), calculation of dynamic pressure 
and dilatation require careful attention in 
sandbox-type experiments. In contrast, elastic 
material behaviour, scaling of the experiment 
and small amounts of surface smoothing appear 
to play only a minor role. 

Our results highlight that different numerical 
solution methods (finite difference method, 
finite element method, distinct element method) 
can successfully be used to reproduce structures 
seen in analogue sandbox models. The numerical 

codes can do reasonably well in qualitatively pre- 
dicting the dynamic evolution of the system in 
shortening and extension, shear zone (fault) for- 
mation, and taper geometry (shortening exper- 
iment). The level of variability between the 
numerical results is about the same as the 
degree of variability between the analogue 
results. Numerical codes show differences with 
each other, and the analogue experiments, for 
detailed location, dip and spacing of shear 
zones. As the initial set-up and material proper- 
ties of analogue models can be relatively well 
constrained, their results can form a useful test 
for numerical models. Numerical models may, 
therefore, benefit from future studies focusing 
on the differences between analogue and numeri- 
cal modelling results. Our results indicate that 
future experiments should preferably choose a 
simplified set-up that reduces the effects of 
boundary conditions and especially abrupt 
changes in boundary velocities, prescribe resol- 
ution and time step size, use material behaviour 
which is as similar as possible and, if possible, 
quantify results in an unambiguous manner. 

Our results emphasize the importance of the 
following issues for numerical sandbox-type 
studies: (1) the ability to model large defor- 
mation structures; (2) the ability to represent 
boundary friction, velocity discontinuities and a 
free surface; (3) the representation of a compo- 
site (elasto)-visco-plastic rheology; (4) calcu- 
lation with a relatively high resolution 
(important for shear zone evolution, for 
example); (5) minimization of numerical diffu- 
sion; and (6) consensus on the procedure for 
quantification of the results. These are important 
for studies in which numerical and analogue 
models are used in combination, but reflect at 
the same time requirements to study Earth 
tectonic processes. 

Conclusions 

Two experimental set-ups inspired by settings 
from structural geology were used to compare 
eight numerical codes to each other. Despite 
differences in set-up and material behaviour 
between the individual experiments, the results 
are useful in showing that: (1) Numerical codes 
at the present time are capable of modelling the 
dynamic evolution of compressional and exten- 
sional settings, including shear-zone develop- 
ment, forward propagation of thrust wedges, 
and taper geometry of convergent wedges. The 
qualitative behaviour of the different codes is 
similar. (2) A quantitative analysis of the 
results of these codes shows a higher degree of 
variability, particularly in number of shear 
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zones that develop and their spacing and dip 
angle. (3) A compar ison be tween the results of  
the numerical  codes and equivalent  analogue 
exper iments  shows agreement  in the overall  
evolut ion of  the system and in the localizat ion 
of  deformat ion onto faul ts /shear  zones. The 
variability among the numerica l  results is of  the 
same order  as the variations among the analogue 
results. Differences with the analogue results are 
also apparent,  for example,  in dip angles of  
extensional  shear zones, degree of  localization, 
and the deve lopment  of  backthrusts in the short- 
ening experiment.  Reducing  these differences 
represents an interesting chal lenge for numerica l  
model lers .  

W e  hope that the comparisons shown here are 
a useful  guide to the structural geology commu-  
nity, in highlighting the degree to which  numeri-  
cal codes may be used to reproduce exper iments  
in the sandbox a n d / o r  processes at the scale of  
the upper  crust. 
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