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ABSTRACT

We introduce a method for computing instantaneous-po-
larization attributes from multicomponent signals. This is an
improvement on the standard covariance method �SCM� be-
cause it does not depend on the window size used to compute
the standard covariance matrix. We overcome the window-
size problem by deriving an approximate analytical formula
for the cross-energy matrix in which we automatically and
adaptively determine the time window. The proposed method
uses polarization analysis as applied to multicomponent seis-
mic by waveform separation and filtering.

INTRODUCTION

Polarization properties of seismic arrivals can be estimated from
ulticomponent data. The polarization can be used to distinguish

urface from body waves or, more generally, for wavefield decom-
osition �Flinn, 1965; Kanasewich, 1981; Jurkevics, 1988; Jackson
t al., 1991�. For example, polarization knowledge is often used to
esign filters for noise reduction and to separate elliptically and lin-
arly polarized signals �Montalbetti and Kanasewich, 1970; Read-
ng et al., 2001�. From polarization properties, it is possible to relate
hear-wave splitting to anisotropy and to design filters that improve
he signal-to-noise ratio.

The polarization analysis based on the covariance matrix of a
hree-component �3-C� record Sx�t�, Sy�t�, and Sz�t� is done by the ei-
enanalysis of the cross-energy matrix M �Flinn, 1965; Montalbetti
nd Kanasewich, 1970; Esmersoy, 1984; Jurkevics, 1988�:
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M��� = �Ixx��� Jxy��� Jxz���
Jxy��� Iyy��� Jyz���
Jxz��� Jyz��� Izz���

� , �1�

here

kk��� =
1

T
�

�−T/2

�+T/2

�Sk�� � − �k����2d� ,

km��� =
1

T
�

�−T/2

�+T/2

�Sk�� � − �k�����Sm�� � − �m����d� ,

k,m = �x,y,z�.

In the above equations, � is the center position of the time window
, around which the covariance matrix is computed, and �k��� is the
ean value of each signal component in the analysis window. Ei-

enanalysis performed on the matrix M��� yields the principal com-
onent decomposition of the energy for the time window. Such a de-
omposition yields three eigenvalues �k��� and three corresponding
igenvectors vk��� that fully characterize the magnitude and direc-
ion of the principal components of the ellipsoid that approximates
he particle motion in the time window.

One critical issue in the application of the covariance method is
electing the window size. Moreover, because the eigenvalues
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V100 Diallo et al.
eigenvectors� are estimated once for each window, one needs an in-
erpolation procedure to determine the parameters at each sample
oint prior to using them for filtering or denoising purposes. Vidale
1986� used the Hilbert transform of the multicomponent signal
component-wise� to construct the covariance matrix and determine
ubsequently the instantaneous ellipticity. Morozov and Smithson
1996� proposed another approach that allows an estimate of all the
olarization parameters at each time and for any number of compo-
ents but is limited to the case of an ellipse in 3D space. With this
ethod, it is impossible to assess the strength of the polarization di-

ection that is associated with the third eigenvalue obtained from
quation 1.

For the case when seismic signals arrive simultaneously, it is
ometimes difficult to select an optimal window unless the analysis
s made in the time-frequency domain. Recently, Soma et al. �2002�

ade an extended-polarization analysis in the time-frequency do-
ain �wavelet domain� with the help of continuous-wavelet trans-

orms. This approach provides a better resolution of the polarization
ttributes but still requires that a time window be selected for the
nalysis.

In this paper, we introduce an approach that overcomes the con-
traint related to the window length. We achieve this by deriving an
pproximate analytical formula for the entries of the cross-energy
atrix �equation 1� in which the time window T is adaptively select-

d. This approximation can be applied directly to wavefield separa-
ion and filtering of multicomponent seismic records using polariza-
ion analysis or can design methods based on cross-energy matrix
alculation in the wavelet domain.

ADAPTIVE APPROXIMATE
CROSS-ENERGY MATRIX METHOD

Let Sk
H�t� be the Hilbert transform of the signal Sk�t�, k = �x,y,z�.

hen Ck�t� = Sk�t� + iSk
H�t� are the corresponding analytic signals.

ocally, around t, we can write

Sk�t + � � �
1

2
�Ck�t�ei�k�t�� + Ck

*�t�e−i�k�t�� �

= �Ck�t��cos��k�t�� + arg Ck�t�� , �2�

here �k�t� = d � dt arg Ck�t� are the instantaneous frequencies and
·�* indicates the complex conjugate.

Using the approximations of equation 2 for each component Sk�t�,

e can rewrite the cross-energy matrix as

M̃�t� = � Ĩxx�t� Ĩxy�t� Ĩxz�t�

Ĩxy�t� Ĩyy�t� Ĩyz�t�

Ĩxz�t� Ĩyz�t� Ĩzz�t�
� , �3�

here
Ĩkm�t� =
1

Tkm�t� �
−Tkm�t�/2

Tkm�t�/2

�Sk�t + � � − �km�

� �Sm�t + � � − �mk�d� = �Ck�t���Cm�t��

��sinc	�k�t� − �m�t�
2

Tkm�t�

� cos�arg Ck�t� − arg Cm�t��

+ sinc	�k�t� + �m�t�
2

Tkm�t�

� cos�arg Ck�t� + arg Cm�t��
 − �km�mk,

nd the mean value �km is defined as

�km =
1

Tkm�t� �
−Tkm�t�/2

Tkm�t�/2

Sk�t + � �d�

= R�Ck�t��sinc�Tkm�t��k�t�/2� . �4�

n the expression above, sinc�x� represents the sine cardinal function
nd R� ·� is the real part of a complex value. Note that unlike M���,
he matrix M̃�t� is defined for each time t, which is the main advan-
age over the standard covariance method �SCM�.

Given the three eigenvalues �1�t� � �2�t� � �3�t� and the corre-
ponding eigenvectors vk�t� obtained from the eigenanalysis of
˜ �t�, one can compute the usual instantaneous attributes for the po-
arization ellipsoid:

Rmax�t� = ��1�t�, Rmed�t� = ��2�t�, Rmin�t� = ��3�t� ,

Rmax�t� = Rmax�t�
v1�t�

�v1�t��
, Rmed�t� = Rmed�t�

v2�t�
�v2�t��

,

Rmin�t� = Rmin�t�
v3�t�

�v3�t��
, �5�

here Rmax�t� is the instantaneous major axis, and Rmed�t� and Rmin�t�
re the two instantaneous minor axes. Bold characters indicate that
he considered parameter is vectorial rather than scalar.

Here, Tkm�t� represents the adaptive time window used in equa-
ions 3 and 4. We propose two ways of determining this parameter.
or example, one can choose Tkm�t� to be the same for all entries of

he cross-energy matrix M̃�t� as

Tkm�t� =
6	N

�x�t� + �y�t� + �z�t�
=

2	N

�av
xyz�t�

, �6�

r define it in a specific manner for each entry as

Tkm�t� =
4	N

�k�t� + �m�t�
=

2	N

�av
km�t�

. �7�

From equation 2, we note that each signal is locally approximated
y a cosine function with a period of 2	/�k�t�. To elucidate the ra-
ionale behind the definition of the adaptive window T �t� as given
km
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Adaptive approximate covariance method V101
n equations 6 and 7, we consider the situation where �x�t� = �y�t�
�z�t� = ��t�. In this case, Tkm�t� from both equations 6 and 7 is re-

uced to 2	N/��t�, which is an integer of the period. With N as an
nteger, we ensure that the integration in equations 3 and 4 is always
erformed over a window covering complete cycles of the signal.

In general, the instantaneous frequencies from
he different components are different, and Tkm�t�
s defined in equations 6 and 7 will still represent
n average period. In such a situation, equation 7
rovides a better estimate for the optimal adap-
ive-time window.

The effect of varying the parameter N is shown
n Figure 1. Figure 1a shows three signals Sx�t�,
y�t�, and Sz�t� �black solid line� and their respec-
ive local approximations using equation 2 �gray
olid line�. For this example, we used slightly dif-
erent instantaneous frequencies for Sx�t�, Sy�t�,
nd Sz�t�. The adaptive time window for these
ignals obtained from equation 6 with N = 1 is
pproximately 0.05 s. In Figure 1a, we observe
hat for up to 0.05 s on the time axis, the approxi-

ations fit very well to the actual signals. Also,
rom the signal curves and the hodograph plot in
igure 1b, we see that all signals in this time inter-
al have undergone approximately one full cycle.
oreover, this hodograph plot indicates that with
= 1, the polarization analysis would not be able

o characterize a structure more complex than an
llipse in 3D space. From the curves in Figure 1a,
s N increases, the accuracy of the approxima-
ions decrease. With the decrease in accuracy, a
urve that is more complex than an ellipse starts
o build up from the hodograph �Figure 1b�.
herefore, an improvement in our ability to char-
cterize an eventual third polarization direction
ith larger N comes at the expense of accurate ap-
roximations of the signals.

Note that the adaptive time window, as we de-
ne it here, could be applied for the standard
ross-energy matrix given by equation 1. This
ould allow us to determine the polarization at-

ributes at each time without interpolation, but it
till would be difficult to determine the attributes
t either end of the time series. For seismic signals
rom controlled sources, this problem can be
vercome easily because the signal of interest of-
en arrives with some time delay and dies off well
efore the end of the time series. This is not the
ase for seismic signals from passive sources be-
ause all time windows can contain useful infor-
ation; thus, the polarization attributes will be

efined poorly at the beginning and end of the
ime series.

NUMERICAL EXAMPLES

ynthetic 3-C signal

To illustrate the performance of the proposed
ethod, we compare the polarization attributes to

Figure 1. Illus
of the approxi
solid lines� an
values of N =
nals for the di
N = 2 the app
tire time wind

Figure 2. �a� T
wave groups c
lipses in the d
and �d� for wa
hose obtained with other methods. The analysis is performed on a
ynthetic 3-C signal �not based on a physical model� containing ar-
ivals with different types of polarization as shown in Figure 2.

ave-group A simulates a stationary ellipse; wave-group B simu-
ates a rotating ellipse, and wave-group C is that of a linearly polar-

of the influence of increasing N in equations 4 and 5 on the accuracy
for the signals. �a� Three synthetic signals Sx�t�, Sy�t�, Sz�t� �black
orresponding approximations �gray solid lines� for corresponding
�b, c, d� Hodograph plots for each segment of the approximated sig-
values of N. For N = 1, the approximation is good up to 0.05 s, for
tion extends to 0.1 s and for N = 3 the approximation covers the en-
he synthetic signals. Note how the curves drift apart as N increases.

ynthetic signals simulating a 3-C record with elliptically polarized
ed in the �x-z�, �x-y�, and �y-z� planes. Hodograph plots show the el-
t polarization plane for wave groups �b� A–C, �c� for wave group D,
p E.
tration
mation
d the c
1, 2, 3.
fferent
roxima
ow of t
hree s
ontain
ifferen
ve grou
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V102 Diallo et al.
zed event. Wave-group D is a stationary ellipse in 3D space, and
ave-group E corresponds to that of a rotating ellipsoid.
In Figure 3a, the major and minor axes of the polarization ellipse,

omputed from the proposed and Morozov’s methods, are plotted as
lack curves next to those obtained from the standard covariance
ethod �gray curves�. Curves corresponding to the new method co-

ncide with those of Morozov’s method. Both methods give similar
esults for the major axis and the larger minor axis �Rmed�t�� for all
ave types. However, with the SCM, the determination of these axes

s less accurate, as evidenced by the oscillating curves in Figure 3a.
his is because of the constraint of finding the optimal time window
s mentioned above.

For the ellipsoidal wave-group E, we note that aside from the os-
illations observed for the curves from the SCM, all methods give
imilar results for the major and larger minor axes estimates. But
nly the SCM and the new method can provide an estimate for the
hird �smaller� polarization axis. However, the estimate of the third
olarization is not unique and depends upon the selected window
ength for the SCM and by the value of the integer N in equation 7.

igure 3. 3D instantaneous-polarization attributes in the time domai
ajor, minor, and second minor axes; �b� ellipticity ratio; �c� ada
rom the ellipticity ratios, one can identify clearly the linearly po
Rmed�t�/Rmax�t� close to zero� from those with elliptical or ellipsoidal

igure 4. 3-C seismogram originating from the June 13, 2005 earth
olivia border region recorded at the German Regional Seismic Ne

ion. The magnitude was determined at MW = 7.8.
We show the ellipticity ratio in Figure 3b. For events A, B, C, and
, we plot the ratio Rmed�t�/Rmax�t�; for the last wave group we plot
oth Rmed�t�/Rmax�t� and Rmin�t�/Rmax�t�. Consistent results are ob-
erved for all methods. With these parameters, one can distinguish
learly the linearly polarized wave groups from those with elliptical
r ellipsoidal polarization. However, with the SCM, the estimated
ttributes show a high degree of variance.

Figure 3c shows the adaptive time window obtained using equa-
ion 6. As can be observed, the length of the adaptive window de-
reases as the frequency of the signal increases and vice versa.

eal 3-C record

We tested the adaptive-covariance method �ACM� on the real 3-C
eismic record shown in Figure 4 and compared the result with the
CM. In Figure 5, we compare the major and minor axes of polariza-

ion computed from the ACM �black curves� and the SCM �gray
urves�. Here, again, the center of the time window for the SCM is
hifted each time by one sample as in the synthetic example. As one

can see by comparing the black and gray curves,
the standard method represents a smoothed ver-
sion of the instantaneous attributes from the adap-
tive method. Furthermore, because the time win-
dow is fixed for the standard method, it is not pos-
sible to characterize polarization attributes of a
seismic event with a period lower than that of the
time window used for the analysis.

We circumvent this problem with the ACM
through the adaptive selection of the time win-
dow. Note that the two curves agree quite well in
the region where the period of the dominant sig-
nal is close to the time window selected for the co-
variance analysis. In general, regions where the
two curves from the two methods differ signifi-
cantly indicate that the selected window for the
SCM is not optimal.

We compared the results of the covariance-
based filter �Kanasewich, 1981� on a seismogram
from a recent earthquake in South America �Fig-
ures 4 and 5�. The filter signal is

Sk
f�t� = Sk�t� · R�t� · Dk�t�, k = �x,y,z� ,

�8�

where R�t� = �1 − ��2�t�/�1�t��q�p is the rectilin-
earity and Dk�t� = �v1k�t��d is the directionality
computed using the normalized eigenvector cor-
responding to the largest eigenvalue. The quanti-
ties p, q, and d are determined empirically �Ka-
nasewich, 1981�.

We present the filtering results in Figure 6,
where the panels show the source signal for each
component, and the corresponding filtered seis-
mograms with the SCM for different window
lengths and with the ACM for different N values.
With both methods, the filtering is applied twice.
In the second pass, the filter has a time window
five times larger than the filter used in the first
pass. From the seismograms filtered with the

nstantaneous
ime window.
wave group

zation.

in the Chile-
�GRSN� sta-
n: �a� i
ptive t
larized
quake
twork
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Adaptive approximate covariance method V103
tandard method, we note that for the small window �10 sample
oints�, we observe high-frequency artifacts around the major
vents. These artifacts are greatly reduced as the size of the analysis
indow increases. The problem of finding the optimal window

ength to recover adequately the event of interest is the major limita-
ion of the polarization filter associated with the SCM.

The ACM reduces the difference between the filtered seismo-
rams around the arrival of the major events.Also, comparing major
ave groups from filtered seismograms with the original, indicates

hat our method is less likely to create high-frequency artifacts. With

igure 5. Comparison of the polarization attributes obtained from t
omputed using SCM. �a� Major polarization axis, �b� second major p
inor polarization axis. While the two methods agree well on the ave

ur method shows more sensitivity to local variations of the attribute

igure 6. Comparison of filtering results with the covariance-based fi
ent of the raw 3-C seismograms in Figure 4 with its filtered version
he ACM; �b� and �c� show the north and vertical components. For th
he window length T is given in several samples. For the seismogram
CM, the window length is indirectly determined by the value N.
the ACM, increasing the window length �i.e., in-
creasing N� mainly affects the sensitivity of the
polarization analysis to a higher degree of polar-
ization, but the method will not influence signifi-
cantly the ratio of the first two eigenvalues that
enter the polarization filter in equation 8. This ex-
plains why no major difference is observed be-
tween the filtered signals with N = 2 and N = 10.
Overall, the filtering results from the two meth-
ods are comparable.

Our purpose with this example is to emphasize
that with the ACM, the selection of the time win-
dow is not as critical as for the SCM. One can
achieve a better performance of the polarization
filter by using bandpass filtered signals with a ze-
ro-phase filter �Kanasewich, 1981�.

CONCLUSIONS

We have introduced a method for estimating
instantaneous-polarization attributes based on an
approximation of the covariance matrix. The ad-
vantage of the proposed method over the standard
method is that the length of the window size for
the covariance computation is adjusted adaptive-
ly with the help of the instantaneous frequencies
from the different components. Furthermore, be-
cause the polarization attributes are estimated for
each time sample, no interpolation is needed.
With the proposed method, one also can estimate
the magnitude and direction of the third polariza-
tion direction in the case of a 3-C record. Howev-
er, this estimate is not unique and is subject to the
choice of the integer N that determines the size of
the adaptive time window. The proposed method
has potential application in wavefield separation
and filtering of multicomponent seismic records
using polarization analysis. For noise filtering of
signals where seismic arrivals overlap, we think
that the calculations in only the time domain or
only in the frequency domain will not mitigate the
noise as desired. In a forthcoming paper, an ex-
tension of the present method to the time-fre-
quency domain using wavelet-transform tech-
niques will be considered as a way to improve the
polarization analysis for dispersive waves such as
Rayleigh waves in heterogeneous media.
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