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Abstract

This study proposes a new approach, which describes a finite-diameter horizontal well and flow inside the pumping well

jointly. This approach utilizes a new treatment for in-well hydraulics, thus eliminating the flux- or head-based boundary

condition along the horizontal well. An ‘equivalent hydraulic conductivity’ concept is applied for treating the horizontal

wellbore. This conceptual model is more general than previous models that describe the horizontal wellbore. The description of

in-well hydraulics depends on the Reynolds number. A sample case of horizontal well pumping underneath a river is first used

to illustrate the solution of the proposed approach. A physical laboratory model was constructed and hydraulic heads and the

well flow rate were carefully monitored and compared with the numerically calculated results using the proposed model. The

experimental data agree well with the numerical solution.

q 2003 Elsevier B.V. All rights reserved.
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1. Introduction

Horizontal wells recently generated great interest

among hydrogeologists and environmental engineers

because of numerous advantages over vertical wells in

many hydrological and environmental applications.

Studies of flow to horizontal wells in hydrological

sciences can be dated back to Hantush and Papado-

pulos (1962), who investigated flow to a collector well

consisting of a series of horizontal wells. Various

investigators have conducted studies of ground water

flow to horizontal wells in the last decade (Cleveland,

1994; Murdoch, 1994; Falta, 1995; Sawyer and

Lieuallen-Dulam, 1998; Zhan, 1999; Hunt and

Massmann, 2000; Zhan and Cao, 2000). Petroleum

engineers have also done extensive work on horizon-

tal well problems (Goode and Thambynayagam,

1987; Daviau et al., 1988; Ozkan et al., 1989; Rosa

and Carvalho, 1989). Kawecki (2000) applied some

equations derived in petroleum engineering for use in

hydrological problems. Zhan et al. (2001) and Zhan

and Zlotnik (2002) have investigated drawdowns

generated by pumping horizontal wells in confining

aquifers and water table aquifers, respectively. Zhan

and Park (2002) provided a study of gas flow to a

horizontal well. All the studies mentioned above use
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line sinks/sources to simulate horizontal wells, and the

finite diameter of the wellbore and in-well flow are not

considered. Furthermore, these studies use either a

uniform-flux or a uniform-head boundary to treat a

horizontal well.

When the screen length of a horizontal well is

large, which is often the case, and the flow rate inside

the wellbore is not small, head losses inside the

horizontal well can be significant and cannot be

neglected. Tarshish (1992) recognized the importance

of in-well hydraulics and incorporated that type of

flow in his numerical simulation. His study was

limited by an infinitely long well and steady-state

conditions. Furthermore, he considered a special case

of flow inside the well, in which the head loss was

proportional to the square of the average flow velocity

inside the well that implied that the Reynolds number

was greater than 100,000 (Olson and Wright, 1990;

Munson et al., 1998).

In reality, there are five possible flow regimes

inside the wellbore. That is: the hydraulic head loss

inside the wellbore can be proportional to velocity u

for the laminar regime, to u1:75 for the smooth

turbulent regime, and to u2 for the rough turbulent

regime. Transitional regimes exist between the

laminar regime and the smooth turbulent regime,

and between the smooth turbulent regime and the

rough turbulent regime (Olson and Wright, 1990;

Munson et al., 1998). An adequate model should

consider all these possible flow regimes inside the

horizontal well in addition to the seepage flow in the

aquifer.

Results of several investigations with coupling of

seepage flows in aquifers, pipes, and karst channels

are currently available. Chen et al. (1993) used the

coupled model of seepage-pipe flow to study

groundwater flow to wells in multilayer aquifers.

This study considered the broad range of head losses

and flow velocity inside the conductive pipe, and was

used to simulate pumping tests at the Dragon Pool

field site (Beihai City, Guangxi Autonomous District

of China). Chen (1995) developed a mathematical

model of groundwater flow in a karst channel-

fracture-porous medium system, and Cheng and

Chen (1998) applied this model to a field experiment

conducted at a Beishan mining site (Guangxi

Autonomous District of China). Chen and Lin

(1998) applied this model for another study at

the bank of the Yellow River near Zhengzhou City,

Henan Province of China. Examples of coupling of

groundwater flow with in-well hydraulics for

vertical wells were presented by Zlotnik and McGuire

(1998a,b), Dinwiddie et al. (1999), Therrien and

Sudicky (2001), Zurbuchen et al. (2002), and Zlotnik

and Zurbuchen (2003, this issue).

The concept of seepage-pipe flow has not yet

been applied to groundwater flow in a horizontal

well. The purpose of the present study is to

consider the realistic flow regime inside the well-

bore that can be laminar, transitional, and turbulent.

The line sink/source, uniform-flux, and uniform-

head assumptions will not be used. A laboratory

experiment is used to test the conceptual model by

simulating a horizontal well pumping underneath a

river.

2. Flow to a finite-diameter horizontal well

2.1. In-well hydraulics

In a finite-diameter well, there is always

hydraulic head loss along the flow path; thus the

wellbore cannot be a uniform-head boundary. With

a uniform-flux boundary assumption, the head

distribution along the wellbore varies and the lowest

head is at the center of the wellbore length. This

contradicts the fact that the lowest head inside the

well is always at the point where water is pumped

(wellhead). These assumptions of uniform-flux or

uniform-head distribution simplify analytical model-

ing, but do not reflect the flow processes accurately.

When well, aquifer, and seepage through the screen

are considered as an integrated flow system, it is

easy to define a consistent model without invoking

any assumptions about the boundary condition at the

horizontal wellbore.

If the hydraulic head at the horizontal wellhead is

given, then the following condition is applied

Hðx ¼ xwout; y ¼ yw; z ¼ zwÞ ¼ Hwout; ð1Þ

where x; y; and z are the Cartesian coordinates; xwout

is the x-coordinate of the wellhead; yw and zw are

the y and z coordinates of the horizontal wellbore,

respectively; Hwout is the hydraulic head at the

wellhead.
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If the pumping rate of the well is known, then the

following condition is applied

Qðx ¼ xwout; y ¼ yw; z ¼ zwÞ ¼ Qwout; ð2Þ

where Qwout is the pumping rate of the horizontal well.

Head losses along the cylindrical pipe follow the

Darcy–Weisbach equation (Munson et al., 1998;

Olson and Wright, 1990)

DH ¼ f
l

d

u2

2g
; ð3Þ

where DH is the loss of hydraulic head, f is the

coefficient of friction or so-called Darcy–Weisbach

coefficient, l is the length of water flow, d is the

diameter of the pipe, u is the average water flow

velocity inside the pipe, and g is the gravity

acceleration. The Reynolds number, Re; is defined as

Re ¼ ud=n; ð4Þ

and n is the kinematic viscosity.

The coefficient f is a function of the Reynolds

number and the relative roughness of the inner wall of

the well ðe=dÞ; where e is a measure of the roughness

of the pipe wall

f ¼ fðRe; e=dÞ: ð5Þ

For certain ranges of the Reynolds number, the

following formulae are found valid. When Re , 2300;

flow inside the well is laminar, and the coefficient of

friction is f ¼ 64=Re: When Re . 100; 000; f becomes

independent of the Reynolds number Re; rather, it

only depends on the relative roughness of the inside

wall of the pipe (Munson et al., 1998). This range of

the Reynolds number is called the rough turbulent

region, in which the hydraulic head loss DH is

proportional to u2:DH / u2: When 3000 , Re ,

100; 000; there exists a relationship f ¼ 0:316=R0:25
e ;

called the smooth turbulent region, in which

DH / u1:75 (Munson et al., 1998).

The focus of this study is to couple the groundwater

flow outside the well with the flow inside the well. In

order to solve this problem, the concept of an

equivalent porous medium is proposed. The specific

discharge along the well is q ¼ uðx; tÞ: Eq. (3) can be

rewritten in Darcian form for in-well flow as follows

q ¼ ð2gd=fqÞJ; ð6Þ

where J ¼ 2DH=l is the negative gradient of flow

inside the well. The equivalent hydraulic conductivity

under the non-seepage pipe flow condition, denoted as

Kn; is defined as

Kn ¼ 2gd=fq: ð7Þ

Equivalent porosity of in-well flow equals unity.

The specific discharge inside the well follows the

‘apparent’ form of Darcy’s Law, and the in-well pipe

flow and groundwater flow are integrated into a unified

form.

2.2. Coupled model

The mathematical model of groundwater flow to a

horizontal well is as follows

›

›x
Ke

›H

›x

� �
þ

›

›y
Ke

›H

›y

� �
þ

›

›z
Ke

›H

›z

� �
þ 1

¼ Ss

›H

›t
; ðx; y; z [ D; 0 , t # teÞ

Hðx; y; z; tÞlt¼0 ¼ H0ðx; y; zÞ; ðx; y; z [ DÞ

Hðx; y; z; tÞlB1 ¼ H1ðx; y; z; tÞ; ð0 , t # teÞ

›H

›n
ðx; y; z; tÞlB2 ¼ Vðx; y; z; tÞ; ð0 , t # teÞ

Hðxwout; yw; zw; tÞ ¼ HwoutðtÞ; or ð0 , t # teÞ

Qðxwout; yw; zw; tÞ ¼ QwoutðtÞ; ð0 , t # teÞ

ð8Þ

where Ke is the equivalent hydraulic conductivity

including both aquifer and wellbore; Ss is the specific

storage; H is the hydraulic head; 1 is the source term;

Ke ¼

K; hydraulic conductivity of the aquifer

Kl; equivalent hydraulic conductivity of laminar flow inside the well

Kn; equivalent hydraulic conductivity of turbulent flow inside the well;

8>><
>>:
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H0 is the initial hydraulic head; H1 is the first type

boundary condition; V is the water flux rate per unit

area for the second type boundary condition; B1 and

B2 represent the first- and second- type boundary

conditions, respectively; n is the outward normal

direction; D is the study domain; and te is the study

period. The usage of the first- and second-type

boundary conditions implies that this model works

with confining aquifers and with aquifers underneath

rivers or lakes, but does not work with water table

aquifers. This mathematical model can be extended to

handle a water table aquifer by including the

following boundary condition at elevation zwt at the

water table (Neuman, 1974)

Kz

›hðx; y; zwt; tÞ

›z
þ Sy

›hðx; y; zwt; tÞ

›t
¼ 0; ð9Þ

where Sy is the specific yield. Additional discussion of

different water table aquifer models can be found in

Moench (1995).

Rigorously speaking, one should consider

additional well loss due to radial flow through the

slots of the well screen. Such distributed radial

inflow generates extra energy loss as follows: the

radial flow direction changes to axial at the inside

wall of the pipe, the above flow conversion

processes at the wall reduce the cross section

occupied by pure axial flow inside the pipe, and

water particles carried by radial inflow should

accelerate from zero to the average axial flow

velocity. The mathematical modeling of incorporat-

ing radial flow well loss with the Darcian flow in

the aquifer and the pipe flow inside the well is

challenging. Most of the vertical-well studies on

coupled Darcian-pipe flow systems do not consider

the radial flow well-loss (Zlotnik and McGuire,

1998a,b; Dinwiddie et al., 1999; Therrien and

Sudicky, 2001; Zlotnik and Zurbuchen, 2003, this

issue). In general, the pumping rate of a horizontal

well is distributed over a long screen, thus the

pumping rate per unit length of screen of a

horizontal well is often relatively small. Therefore,

the radial flow to the horizontal well often has a

slow velocity, resulting in less significant radial flow

well-loss. Nevertheless, it is interesting to investi-

gate the problem of coupling both well losses across

the well screen and inside the well-bore

with the aquifer Darcian flow. This task is beyond

the scope of this article and will be studied in the

future.

3. A numerical example: horizontal well

underneath a river

We will show that in general uniform-flux or

uniform-head boundary condition is not valid at the

horizontal well screen, and that the errors associated

with using the uniform-flux or uniform-head con-

ditions could be significant. The model proposed in

this study can be used to determine when the uniform-

head and uniform-flux conditions are valid. The

Polygon Finite Difference (PFD) method will be

used to solve the problem in this study (Narasimhan

and Witherspoon, 1976). Although this problem can

also be solved using the standard Finite Difference

method that uses rectangular grid blocks, the PFD

method is preferred when the boundaries of the

aquifers are irregular, the geometrical shapes of the

heterogeneous zones are irregular, and the locations of

the wells are irregular. The PFD method has been

previously investigated by various authors (Fowler

and Valentine, 1963; Chun et al., 1963; Tyson and

Weber, 1964; Thomas, 1973; Narasimhan and With-

erspoon, 1976; Chen and Pei, 2001).

Fig. 1 shows the layout of a horizontal well

pumping underneath a river. The following par-

ameters are used. The length, width, and thickness

of the aquifer are l ¼ 116 m; w ¼ 3777:4 m; and b ¼

13:8 m; respectively. The aquifer is homogeneous and

isotropic with hydraulic conductivity K ¼ 1:0 m=day:

The specific storage is Ss ¼ 1025 m21: The horizontal

well is at the center of the aquifer and its length equals

l. The well diameter is 0.05 m. The lateral and bottom

boundaries of the aquifer are no-flow boundaries

Fig. 1. Layout of the simulation domain.
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and the upper boundary is a constant head boundary:

H1 ¼ 10 m: The initial head is 10 m throughout the

aquifer. The wellhead at the right end of the horizontal

well has the first type boundary condition where the

head decreases at a rate of 10 m/day. The decreasing

head at the wellhead simulates the drawdown caused

by the pumping. The dynamics of flow to the

horizontal well will be simulated for 1.0 day with

time step sizes starting from a few seconds to 10 min

at the end of simulation.

Thirty evenly distributed grid points are assigned

along the length of the horizontal well (grid step

4.0 m). Twenty-five unevenly distributed grid points

with grid steps between 0.2 and 1000 m are assigned

along the width of the aquifer, and 15 unevenly

distributed grid points with grid steps between 0.2 and

2.0 m are assigned along the depth of the aquifer.

Large grid steps at large distances from the horizontal

well are selected in order to simulate the lateral

boundary at infinity.

Three grid points on the same plane make a

triangle that is used to construct the hexagonal grid

block. The finest grid steps are used at places closest

to the horizontal well, and progressively greater grid

steps are used at larger distances from the well. There

are a total 11,250 grid points.

Fig. 2 shows the drawdown distribution along the

axis of the horizontal well at t ¼ 1:0 day: The

drawdown increases from 3.58 m at the first grid

point (the left end of the well) in Fig. 2 to 10.0 m at the

30th grid point, which is the wellhead (the right end of

the well). The latter is 2.8 times more than the former.

Therefore, it is inadequate to use a uniform-head

boundary condition to describe the horizontal well.

The flux rate at the wellhead increases from 10.9 m3/d

at t ¼ 0:01 day to 574.6 m3/d at end of the simulation

t ¼ 1:0 day:

Fig. 3 shows the water flux distribution along the

axis of the well at t ¼ 1:0 day: The water flux per unit

length along the axis of the horizontal well increases

from 3.63 m2/d at the first segment (left end of the

well) to 9.50 m2/d at the 29th segment (right end of

the well) at t ¼ 1:0 day: The latter is 2.6 times more

than the former. Furthermore, this ratio changes

continuously with time. It is clearly inadequate to

use a uniform-flux boundary condition to describe the

horizontal well hydraulics.

Most previous approaches do not consider the in-

well flow, which depends on the well diameter and the

Reynolds number. Fig. 4 shows the distribution of

equivalent hydraulic conductivity of the horizontal

wellbore at the end of the simulation. We find that

Fig. 2. The drawdown distribution along the axis of the horizontal

well at the end of the simulation t ¼ 1:0 day:

Fig. 4. The equivalent hydraulic conductivity Ke distribution

along the axis of the horizontal well at the end of the simulation

t ¼ 1:0 day:

Fig. 3. The water flux per unit length along the axis of the horizontal

well at the end of the simulation t ¼ 1:0 day:
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the equivalent hydraulic conductivity at the first

segment (left end of the horizontal well) is

6.11 £ 107 m/d. It then decreases rapidly when

moving to the right, and eventually reaches

1.46 £ 106 m/d at the right end of the well.

4. Laboratory study of flow to a finite-diameter

horizontal well

The purpose of the experiment is to test the

developed theoretical model and to gain further

insights into the horizontal well hydraulics. A sand-

box model was used to simulate an aquifer underneath

a river. A horizontal pumping well was constructed

near the bottom of the sandbox. Fig. 5 illustrates the

sandbox model used in the experiment and Fig. 6

shows the experimental design, which includes a

rectangular sandbox, a water recharge-discharge

system, pressure transducers, a flow meter, and data

collecting and analyzing systems.

4.1. Physical model

The rectangular sandbox is 453 cm long in the x-

direction, 50 cm wide in the y-direction, and 120 cm

high in the z-direction. The origin of the coordinates is

at the front-left corner of the bottom plane. The top of

the sandbox is open for sand loading and water

supplying. In order to reduce sandbox deformation

during the experiment, the sandbox is made from

10 mm thick steel on the back and sides, and the front

side is made from 5 mm thick transparent steel-

reinforced glass for visual observation.

The four lateral vertical planes and the bottom

plane of the sandbox are no-flow boundaries. The top

boundary is chosen as a known head boundary. This

boundary is the major water source during the

pumping period. In addition, water exits are installed

at both sides of the sandbox (Fig. 6) to make sure that

the water layer at the top always remains about 10 cm

thick (a ‘river’). Such a water layer will ensure that the

river will not become dry and will also prevent the

entrance of air into the aquifer.

There are two considerations when choosing the

porous medium in this experiment. In order to ensure

Darcy’s law applicability, the sand grains should not

be too coarse. In order to ensure that laminar and

turbulent flow regimes exist inside the horizontal

well, a high flow rate is needed; thus, the sand

should not be too fine. Based on these consider-

ations, medium coarse sand with grain diameter

Fig. 6. Experiment design: (A) the xz-cross section of the sandbox,

(B) the yz-cross section of the sandbox. (1) Water tank for

maintaining a 10 cm thick water layer above the sand; (2) sand load;

(3) horizontal well; (4) water valve; (5) electromagnetic flow meter;

(6) pressure transducer; (7) pressure gauge; (8) AD converter and

(9) computer.

Fig. 5. The sandbox model used in the laboratory experiment. The

horizontal well is near the bottom of the sandbox.
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between 0.25 and 1.0 mm was chosen. This sand

was water-washed, and then packed in the sandbox.

During the sand packing process, the specific weight

of the sand is controlled to ensure that the sand is

homogeneous and isotropic. The total thickness of

the sand inside the box is 100 cm.

In order to have various flow regimes inside the

horizontal well, a large sandbox and highly permeable

sand are needed. The horizontal well should be

installed near the bottom of the sandbox to maintain a

sufficiently large hydraulic head difference between

the horizontal well and the river. In this experiment, a

horizontal well with an inner diameter of 5.42 cm is set

at a location 20.0 cm above the bottom plane ðz ¼ 20

cmÞ and 20.0 cm from the front plane ðy ¼ 20:0 cmÞ

inside the sandbox. The outer diameter of the

horizontal well is 6.0 cm and the length of the well

screen equals the length of the sandbox. Simplified

calculations using uniform-head for horizontal well

indicate that both the laminar and turbulent regimes

will occur inside the well. The screen of the horizontal

well is made from PVC pipe with a 5.0 mm space

between the 1.0 mm open slots. A thin geotextile net

is wrapped around the screen to prevent well

clogging. The horizontal well was deliberately shifted

from the symmetry plane ðy ¼ 25:0 cmÞ to y ¼ 20:0

cm in order to gain more information about the three-

dimensionality of the flow.

Ten pressure transducers were used in the

experiment. Eight of them were uniformly distrib-

uted at different locations at different depths. The

coordinates of these eight pressure transducers are

shown in Table 1. One of the remaining two is

installed in the river above the sand layer to record

the change of the water level in the river, and

the other is installed at the exit of the horizontal

well, which is outside the sandbox and is 31.0 cm

away from the closest inner wall of the sandbox

(Fig. 7). An electromagnetic flow meter was

installed at the wellhead to record the change of

flow rate. A valve was used to control the flow rate

of the well.

An AD converter was used to digitize the electric

signals from the pressure transducers and flow

meter, which were recorded and analyzed by an

on-site computer that displayed the data output

graphically on the screen. Data acquisition fre-

quency for the pressure transducers and flow meter

was 1 Hz.

4.2. Experimental procedures

After setting up all the required instruments, the

sand was saturated by opening the water intake at the

sandbox bottom and slowly saturating the sand from

the bottom to the top. The employed 24 h water

saturation process minimized the presence of air

bubbles in the sand. During the experiment, the water

intake at the sandbox bottom was shut off, and water

was supplied to the top of the sandbox. After several

minutes of waiting to ensure that the head inside the

sand is at steady-state, the valve of the horizontal well

water exit was opened. At the same time, the

hydraulic heads and flow rate were recorded, and

the results were shown on the computer screen. The

valve was gradually opened to increase the flow rate

of the horizontal well to its maximum, and then the

flow rate stabilized for several seconds. The exper-

iment was completed after closing the valve.

Fig. 7. The water level of the ‘river’ above the sand level ðHRÞ and

the hydraulic head at the exit of the horizontal well ðHwÞ as

functions of time.

Table 1

Locations of the pressure transducers

Transducer number x (cm) y (cm) z (cm)

1 41.5 20 80

2 41.5 20 10

3 156.5 30 60

4 226.5 20 40

5 226.5 20 10

6 296.5 30 60

7 401.5 20 80

8 401.5 20 10
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4.3. Experimental results and comparison with the

theory

In the experiment, the flow rate in the horizontal

well starts at 0.0 cm3/s and gradually increases to

1403 cm3/s within 83 s. The water level in the river,

denoted as HR, and the hydraulic head at the wellhead,

denoted as Hw; are plotted against time in Fig. 7. The

corresponding flow rate in the horizontal well versus

time is plotted in Fig. 8, and hydraulic heads at the

piezometers inside the sandbox are plotted in Fig. 9.

These results are compared with the results of

numerical modeling. In the numerical model of the

sandbox, 46 grid points were located along the x-axis,

and 11 uniform grid points (grid step 5.0 cm) were

located along the y-axis, and 11 grid points (grid step

10.0 cm) were located along the z-axis. An additional

grid point was added at the exit of the horizontal well.

Thus the total number of grid points were

46 £ 11 £ 11 £ 1 ¼ 5567. The PFD method was

applied.

The hydraulic conductivity and specific storage of

the sandbox and the friction coefficient for the

horizontal well pipe are needed for the numerical

model. The hydraulic conductivity and specific

storage were obtained by inverse modeling, which

included fitting the calculated hydraulic heads to the

measured piezometer heads. Initial estimations of

these parameters were obtained as follows. A falling

head permeameter test yielded hydraulic conductivity

of the sand K ¼ 0:136 cm=s: Considering the fact that

the sand packing was relatively homogeneous and

isotropic, K ¼ 0:136 cm=s was used as the initial

estimate for horizontal and vertical hydraulic con-

ductivity values. The initial specific storage was Ss ¼

1025 cm21 using data from similar sediments (Dome-

nico and Schwartz, 1998). Study of the friction

coefficient in a pipe is quite standard in fluid

mechanics (Munson et al., 1998; Olson and Wright,

1990). The inner roughness of the PVC pipe was

estimated as D ¼ 0.002 mm. Using well diameter d ¼

54:2 mm; the friction coefficient was obtained using

the Moody diagram (Moody, 1944).

Fig. 8 shows the comparison of experimental data

with the numerical modeling results. The following

parameters are obtained. The horizontal hydraulic

conductivity is found to be Kh ¼ 0:124 cm=s; the

vertical hydraulic conductivity of layers 1–10 is

Fig. 8. The flow rate at the exit of the horizontal well. The circles in the diagram are the measured values. Modeling results (solid line) were

calculated using different vertical hydraulic conductivity for the top layer (layer 11) and the rest layers (layer 1–10). The triangles present the

modeling results using a uniform vertical hydraulic conductivity.
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Fig. 9. The observed and simulated hydraulic heads in various transducers. The circles represent the measured values. Modeling results (solid

line) were calculated using different vertical hydraulic conductivity for the top layer (layer 11) and the rest layers (layer 1–10). The triangles

present the modeling results using a uniform vertical hydraulic conductivity. The locations of the pressure transducers are given in Table 1.

C. Chen et al. / Journal of Hydrology 281 (2003) 159–171 167



Fig. 9 (continued )
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Kz ¼ 0:124 cm=s; where the layer number increases

along the z-axis; the vertical hydraulic conductivity of

layer 11 (the top layer) is Kz ¼ 0:0127 cm=s; and the

specific storage for all layers is Ss ¼ 1:13 £ 1024 �

cm21: Figs. 8 and 9 show that the flow rate from the

horizontal well and the hydraulic heads at all the

observation points fit well with the measured data.

At the initial stage of the model simulation, a

uniform vertical hydraulic conductivity was assumed

that did not yield a good fit. In addition, the calculated

flow rates at the exit of the horizontal well were much

larger than the measured ones. When a smaller

vertical hydraulic conductivity was used to simulate

the very top layer (layer 11), a better fit with the

experiment was achieved. There are several possible

reasons for this. The process of loading and packing

sand into the sandbox could accumulate finer sands at

the top. The second reason is that the air bubbles were

not entirely removed from the top layer, thus reducing

hydraulic conductivity because of the presence of air.

The flow rate in the well, Q; (less than 98.8 cm3/s)

corresponds to a Reynolds number along the hori-

zontal well of less than 2300, which corresponds to

the laminar flow regime. However, when Q gradually

increases to its maximum (1403 cm3/s), the Reynolds

numbers along the horizontal well increased gradu-

ally. The laminar flow appears between grid points 1–

2, the laminar-smooth turbulent transitional flow

appears between grid points 3 – 4, the smooth

turbulent flow appears between grid points 5–18,

Fig. 9 (continued )
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and the smooth turbulent-rough turbulent transitional

flow appears between grid points 19–45 (Fig. 10). By

increasing the length of the horizontal well above

4.53 m, it will be possible to create five different flow

regimes inside the well.

5. Summary

This study provides a coupled model of ground-

water flow to a horizontal well without adopting the

commonly used assumptions of uniform-flux or

uniform-head boundaries or the line sink/source

model. It combines the aquifer-horizontal wellbore

into a heterogeneous porous medium by assigning an

equivalent hydraulic conductivity defined by the flow

Reynolds numbers inside the well. Laminar, transi-

tional, and turbulent flow regimes inside the horizon-

tal well were considered.

Using a simplified numerical model of a horizontal

well underneath a river, we showed that the use of

either a uniform-flux or a uniform-head boundary

condition on the well screen misrepresents the

realistic flux or head distribution along the horizontal

wellbore.

A laboratory experiment compared well with the

proposed conceptual model. This experiment included

horizontal well pumping underneath a river.

The horizontal well diameter was chosen to be large

(inner diameter 5.42 cm) to achieve a sufficiently high

flow rate that induces laminar, transitional, and

turbulent regimes in the well. Hydraulic head near

the well and flow rate of the well were measured. The

experimental results were compared with results of

numerical modeling. We found a good agreement

between both results.
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