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Plastic faulting: Brittle-like failure under high confinement
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[11 Two distinct modes of compressive brittle-like failure are observed in laboratory
samples of rock and ice. Under low to moderate confinement, terminal failure follows
microcrack growth and interaction when damage is localized along a fault oriented ~30°
to the greatest compressive stress. Under higher confinement, frictional sliding is
suppressed, and sudden, localized, brittle-like failure is not attended by a concentration of
microcracks near the main fault. Also, faults that form under higher confinement are
narrower and oriented ~45° to the greatest compressive stress. We propose that these more
steeply inclined faults are plastic faults whereby deformation is localized because of an
instability that develops when thermal softening exceeds strain hardening. Analysis leads

to a quantitative model for the shear stresses required to initiate and maintain the
instability and to accommodate slip along the fault. The required stress is in general
agreement with observed failure stresses from a variety of crystalline materials.
Application of this model suggests that in some cases plasticity, rather than friction, limits

the strength of the Earth’s upper crust.
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1. Introduction

[2] In experimental studies of rock and ice loaded
under compression, two distinct modes of sudden, brittle-
like failure are observed. Under low to moderate con-
finement similar to conditions in the upper crust of
the Earth, failure begins when microcracks initiate and
slide [Ashby and Hallam, 1986; Brace and Bombolakis,
1963; Horii and Nemat-Nasser, 1986]. Terminal failure
follows crack growth and interaction and is accompanied
by a rapid increase in acoustic emission as damage is
localized along a fault oriented at an angle 6, ~ 30° to
the greatest compressive stress, o [Lockner et al., 1991;
Renshaw and Schulson, 2001; Shimada, 1992]. The
strength [Byerlee, 1978] and orientation of these faults
are consistent with the dictates of Mohr-Coulomb friction.
Accordingly, the angle 6, only depends on the coefficient
of friction, p, as 0, = 45°—0.5° tan~ 'y [Jaeger and Cook,
1979]. Laboratory-derived values of p (0.5—0.9) [Byerlee,
1978; Kennedy et al., 2000] imply 6, = 24°-32° in
general agreement with both laboratory observations and
the most commonly observed reverse fault orientations in
the field [Sibson and Xie, 1998]. We term this type of
failure Coulombic (C) faulting. The well-established
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mechanics of C faulting clearly require that confinement
must be sufficiently low to allow frictional sliding along
microcracks [Renshaw and Schulson, 2001; Schulson,
2002].

[3] Under the higher confinement that exists deeper in the
Earth’s crust, frictional sliding is suppressed, but brittle-like
(i.e., sudden, localized) failure may still occur. In laboratory
experiments, the characteristics of faults that form under
confinement sufficient to suppress C faulting are distinctly
different from those described above. Brittle-like compres-
sive failure under high confinement is not attended by a
significant increase in acoustic emission before failure, nor
by a concentration of microcracks near the main fault
[Shimada, 1992]. Also, faults that form under high confine-
ment are narrower than C faults and, most significantly, are
oriented close to the plane of maximum shear stress (6, =
45°) in both ice [Schulson, 2002] and rock [Hirth and Tullis,
1994; Shimada, 1992; Tullis and Yund, 1977].

[4] Observations of brittle-like failure under confinement
sufficient to suppress frictional sliding imply the existence
of an alternative, non-Coulombic faulting mechanism
[Evans et al., 1990]. Whereas Coulombic faulting at both
the macroscopic [Anderson, 1972] and, more recently, the
micromechanical [4shby and Hallam, 1986; Renshaw and
Schulson, 2001] level is well understood, the nature of
brittle-like failure under higher confinement is an open
question [Evans et al., 1990].
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[5] In this paper we propose that in some cases brittle-like
failure under high confinement may be driven by plastic (P)
faulting whereby deformation is localized by an instability
that develops within a shear zone when thermal softening
exceeds strain hardening [Hobbs et al., 1986; Orowan,
1960; Schulson, 2002]. Analysis of this mechanism leads
to quantitative models for the shear stress required to both
initiate and maintain plastic faulting. We demonstrate that
the shear stress required to maintain plastic faulting is
similar to the terminal failure strengths of a variety of
crystalline materials in which plastic faulting is observed,
thereby providing quantitative support for our model.

2. Confinement Versus Failure Mode

[6] To demonstrate that an alternative failure mode
occurs when frictional sliding is suppressed, in Figure 1
we plot the morphologic style of faulting observed in
laboratory specimens of rock and ice as a function of the
confinement, or stress ratio R = o3/o; (where o, and o3
are the most and the least compressive stresses, respec-
tively) versus the ratio of temperature-enhanced relaxation
to strain hardening at failure (discussed in section 3).
Non-Coulombic style faults (open symbols) were identi-
fied primarily by their orientation (~45 + 5° to o;) and,
when available, by their acoustic emission signature, by
their narrow width, and/or by the low concentration of
microcracks near the main fault. For a variety of crystal-
line materials in which both Coulombic and non-
Coulombic style faults have been observed, the transition
from one failure mode to the other is in good agreement
with the confinement ratio required to suppress frictional
sliding, R., given by [Ashby and Hallam, 1986]

0.5
9 (1+p2) " —p

R. .
o 1+

(1)

That this criterion marks the upper limit for the transition
from C faulting to another failure mode was recently
established for ice [Schulson, 2002].

[7] What underlies this transition to non-Coulombic fault-
ing? Of the mechanisms that have been proposed to explain
non-Coulombic failure in relation to deep focus earthquakes,
most do not seem to account for the high-confinement
behavior shown in Figure 1. The data shown in Figure 1
were obtained from samples that were all initially dry,
implying that faulting was not assisted by high pore pressures
[Hubbert and Rubey, 1959]. Also, the rock types are not rich
in hydrated mineral phases nor are the failure stresses (mean
stresses generally ~1 GPa or less) consistent with the
pressures required for dehydration reactions (e.g., 2—9 GPa
for the dehydration of serpentinite [Meade and Jeanloz,
1991]). Also, while the characteristics of the high-
confinement faults shown in Figure 1 (i.e., narrow widths
and orientations close to the plane of maximum shear stress)
are similar to those associated with transformational faulting
[Kirby, 1987], the observed failure stresses are again too low.
For example, the mean stresses at failure for the ice data in
Figure 1 are in the range 10—20 MPa, while the stress
required to activate the polymorphic phase change from ice
Ih to ice II occurs at a mean stress in the range 100—200 MPa
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[Kirby, 1987]. Similarly, the mean stresses for the transfor-
mational phase changes in rocks thought to be associated
with deep focus earthquakes (e.g., olivine — spinel,
tremolite — diopside [Kirby, 1987]) are generally greater
than the failure stresses for the materials noted in Figure 1.

[8] In recognition of similar localized failures which
develop in metals [Basinski, 1957], polymers [Winter,
1975] and metallic glasses [Chen, 1973; Perez-Prado et
al., 2001], we suggest that in some cases non-Coulombic
faulting may be driven by adiabatic shear. The idea is that
localization sets in when thermal softening exceeds strain
hardening [Hobbs et al., 1986; Orowan, 1960; Schulson,
2002]. We term this style plastic or P faulting, and outline
below a model of the process. Adiabatic shear, we note, has
been invoked previously to explain some deep focus earth-
quakes [Branlund et al., 2000; Griggs and Baker, 1969;
Hobbs and Ord, 1988; Karato et al., 2001; Ogawa, 1987,
Wiens, 2001]. In modeling this phenomenon, however, the
existing theory is incomplete (more below).

3. Plastic Instability Criterion

[¢] During failure under low to moderate confinement,
several recent models have demonstrated that heating asso-
ciated with sliding along shear faults can reduce frictional
resistance [Andrews, 2002; Garagash and Rudnicki, 2003;
Lachenbruch, 1980; Mase and Smith, 1987; Raleigh and
Evernden, 1981; Shaw, 1995; Sleep, 1995]. Under confine-
ment sufficient to suppress Coulombic failure, similar shear
heating may result in a plastic instability when the increase in
temperature resulting from shear deformation along the fault
plane is so large that thermal softening exceeds both strain
and strain rate hardening. The necessary condition for a
plastic instability can be approximated by [Hobbs et al.,
1986]

6T< 0k
Oy ~ nRT%cp’

(2)

where T and <y are shear stress and strain, respectively, ¢ is
the specific heat, p is the density, k is the fraction of heat
retained in the deforming region, Q is the activation energy
for creep, T'is the temperature, R is the gas constant, and # is
the stress exponent in the power law creep equation 0y/0¢t =
Ae 9 ®D (g, — 55)", where 4 is a material constant and 7 is
time. We estimate the strain hardening term (left-hand side
of equation (2)) from expressions for transient creep which
lead to a relationship of the form [Hobbs et al., 1986]

oT
a ~ >\T7 (3)

where the parameter X is of the order 10~'—10° [Hobbs and
Ord, 1988]. In reviewing experiments in which terminal
failure was non-Coulombic, we find upon inserting
experimental measurements (using T = T, = (0, — 03)/2
at terminal failure) that the ratio of thermal softening to
strain hardening (i.e., right-hand side of equation (2) divided
by right-hand side of equation (3)) exceeds unity when we
take £ = 1 and adopt a midrange value X\ = 0.3 (Figure 1).
Table 1 lists appropriate parametric values. The non-
Coulombic style faults shown in Figure 1 thus occur under

2 of 10



B09207

RENSHAW AND SCHULSON: PLASTIC FAULTING

B09207

o O  Westerly granite (1) [> Bushveld anorthosite (5)
g O Man-nari granite (2) V  Maryland diabase (6)
8 ¢ Man-nari granite (3) 4  Freshwater ice (7)
% 102 A Heavitree quartzite (4) N Saltwater ice (7)
1 1 1 1 1 Ivl 1 1 1 1 ) 1 1 1 13904 1 ‘ I 1 1 1 1 1 I 1 1 1 1 1
T TX © e 00T
5 [ [
P v ¢ on oo & ©ol O O
ERRTY > A "/ =
e NN NI .
£ " | ® 0O b
<) > ol
2 > W T
iy v I (@)
E 100 Loyt lgrmmm o - AN AR 4
N O |
% ‘; | [
% ) Rg (w=10.9) Rg (W=0.5)
x 10 P B R SR B R S
0 0.1 0.2 0.3 0.4 0.5 0.6

Confinement Ratio, R = 03/0

Figure 1.

Morphologic style of brittle-like compressive failure as a function of the ratio of thermal

softening to strain hardening at failure and the confinement ratio for a variety of crystalline materials in
which both Coulombic (solid symbols) and non-Coulombic (open symbols) faulting have been observed.
Thermal softening exceeds strain hardening in region above the horizontal dashed line. Vertical dashed
lines indicate confinement ratio at which frictional sliding is suppressed for the indicated value of the
coefficient of friction. References indicated by numbers in parentheses are as follows: (1) Tullis and Yund
[1977], (2) Shimada [1992], (3) Shimada and Cho [1990], (4) Hirth and Tullis [1994], (5) Tullis and Yund
[1992], (6) Caristan [1982], (7) Schulson and Gratz [1999].

conditions that are consistent with the existence of adiabatic
shear instabilities.

4. Driving Stress

[10] Equation (2) defines a necessary, but not sufficient,
condition for P faulting. This is demonstrated in Figure 1
which shows that the ratio of thermal softening to strain
hardening at plastic failure can vary over more than 2
orders of magnitude. In addition to the instability criterion,
the applied shear stress must be sufficient to both initiate
and maintain localized deformation along the fault plane.
We develop below (section 5) a quantitative model for
the initiation of P faults. However, first we determine the
stress required to maintain localized deformation and
show it to be in good agreement with the terminal failure
strengths when failure is non-Coulombic. Our approach is
as follows. First, we seek expressions for the critical
strain and strain rate required to maintain localized
deformation along a P fault [Frost and Ashby, 1982].

Table 1. Rock and Ice Parameters®

We then combine the critical strain and strain rate with an
expression for the power law creep of the material within
a plastic fault shear zone that has been adiabatically
heated.

[11] We propose that localized deformation along a plastic
fault will be maintained when the shear strain rate within the
plastic fault shear zone is sufficient to maintain adiabatic
conditions (k ~ 1). We recognize that thermal softening
instabilities can occur even when there is heat loss from the
shear zone (k < 1). However, if the strain rate within the
shear zone is significantly lower than that required for
adiabatic conditions, then the loss of heat from the shear
zone will be too great for thermal softening to overcome
strain hardening and an instability will not develop
(equation (2)). Conversely, higher strain rates require greater
stress. Thus the minimum stress required to maintain plastic
faulting can be approximated from the strain rate just
sufficient to maintain adiabatic conditions.

[12] The shear strain rate within the shear zone that is just
sufficient to maintain adiabatic conditions can be estimated

Rock 7., CM Log A4, MPa " s™! 0, kJ mol ™! Source for 4 and O
Dry Westerly granite 0.3 —5.7 187 Carter and Tsenn [1987]
Wet Westerly granite 10° —3.7 141 Carter and Tsenn [1987]
Man-nari granite 0.4 —5.7 200 estimated based on Westerly granite
Heavitree quartzite 0.3 -94 99 fit to data from Hirth and Tullis [1994]
Bushveld anorthosite 0.3 —10.5 58 fit to data from Tullis and Yund [1992]
Maryland diabase 0.6 —-1.2 276 Carter and Tsenn [1987]
Ice® 7.7 6.5 70 Sanderson [1988]

For all materials, n =3, p =2650 kgm >, ¢ = 10> I kg~' K~ except for dry Westerly and Man-nari granite, n = 3.3; for wet Westerly granite, n = 1.9;
and for ice, p = 920 kg m >, ¢ = 1280 J kg 'K~
*The effect of porosity on the creep of saltwater ice is neglected. See discussion by Sanderson [1988].
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from the critical shear strain required for localization, y. =
mo/(07,/0T), and from the characteristic thermal diffusion
time [Frost and Ashby, 1982]. Accordingly, the local strain
rate within the shear zone is given by

—mK

@ 2y.ak @)
ot CN perr  (01,/0T)r?’

where « is a constant of order 10°, k is the thermal
conductivity, r.. is a characteristic dimension (e.g., the radius
of a cylindrical sample), and m is the work-hardening
exponent in the power law stress-strain relationship T, =
Bvy™, where (3 is a constant. The corresponding global strain
rate is obtained by multiplying the local strain rate by
L./(2L), where L is the length of the specimen and L, is the
width of the shear zone.

[13] Upon equating the global strain rate to the power law
creep expression and assuming deformation occurs along
the plane of maximum shear stress (6, = 45°), we thus
estimate the shear stress, T,,, required to maintain P faulting
by the relationship

1 —mxL. '/"
" 2 |2L(97,/dT)r2de=0/(RT)

(5)

Tm

In Figure 2a we compare the shear stress given by
equation (5) to the imposed shear stress at terminal failure,
T, Of rock when failure is non-Coulombic. In making these
calculations we used the values listed in Table 1 for 7., 4,
and Q; assumed that m = 0.3; and used k ~ 2 W (mK) .
We obtained the thermal softening term Ot,/0T ~
—0.8 MPa K~ from a least squares linear fit to a plot of
temperature versus the compressive strength of granitic rock
when failure was non-Coulombic (Figure 3). We estimated
L. ~ 107* m from photomicrographs of plastic faults in
quartzite [Hirth and Tullis, 1994]. While the estimated shear
stress required to maintain P faulting is similar to the
terminal failure stress for samples deformed at high
temperatures (Figure 2a), the estimated shear stress is
orders of magnitude greater than the measured failure stress
at lower temperatures. In fact, the measured terminal failure
stress is only weakly dependent upon temperature. We
propose therefore that the appropriate temperature for
estimating the required shear stress is not the ambient
temperature at which the sample was deformed, but rather
the temperature of the material within the shear zone.

[14] No direct measurements exist of the temperature
along a P fault. However, a first approximation suggests
significant heating, consistent with the fact that greater than
90% of the energy associated with plastic deformation is
converted to heat [Dieter, 1986], at least in metals. If we
assume that all the work in creating a shear zone is
converted to heat, then the increase in temperature within
the newly created shear zone is given by [Frost and Ashby,
1982; Rubin and Drucker, 1969]

~ ToYe _ mt,
AT = pc 2(07,/0T) " (6)

Typical terminal failure strengths are of the order 10" MPa
for ice at —10°C and 10°> MPa for rock at temperatures up to
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~1000°C, leading to typical increases in temperature of
several degrees for ice (using O7,/0T ~ —0.4 MPa K™
[Schulson, 2002]) and of several hundred degrees for rock.
Additional heating will occur as further shear accommo-
dates the continued propagation of the fault. The predicted
temperature increase is consistent with observations of
recrystallization and melting in ice between —10°C and
—1°C undergoing simple shear [Burg et al., 1986; Wilson et
al., 1996].

[15] The temperature increase in the shear zone is
bounded by the melting temperature, for as the temper-
ature approaches this point the shear strength decreases,
reducing the production of additional heat. Temperatures
along P faults near the melting point are consistent with
microstructural observations of recrystallized grains within
P faults in ice [Meglis et al., 1999; Schulson and Gratz,
1999]. Evidence for recrystallization along P faults in
rock is inconclusive, partially due to the extremely
narrow nature of P faults and, perhaps, partially due to
the complexity of the melting process in polymineralic
material. However, field studies have documented high
dislocation densities, recrystallized quartz grains, and
other microstructural evidence that is indicative of ther-
mally activated plasticity within faults [see Hirth and
Tullis, 1994].

[16] It might be argued that at temperatures near the
melting temperature the dominant deformation mechanism
becomes a viscous process such as diffusion creep (n ~ 1)
rather than the dislocation creep (n ~ 3) that we invoked
above. However, experimental observations of creep rates
in ice near its melting temperature (—2°C) indicate a creep
law exponent n ~ 3 (and not n ~ 1) [Barnes et al., 1971],
consistent with our assumption of dislocation creep. Sim-
ilarly, observations of recrystallization and high dislocation
densities [see Hirth and Tullis, 1994] along faults formed
in rock under high confinement are consistent with dislo-
cation creep as the dominant deformation mechanism.

[17] Taking, then, the melting temperature as an upper
bound estimate of the temperature within the shear zone,
Figure 2b compares the imposed shear stress required to
maintain slip along the fault plane via thermal softening to
observed terminal failure strengths in rock and ice. Para-
metric values are the same as given above with the addition
of k ~ 8 W (mK) ™! for ice and of L. ~ 10~> mm for ice
based on photomicrographs of plastic faults in ice [/liescu,
2000]. The grayed region indicates the range of uncertainty
for the stress required to maintain plastic faulting assuming
that m and O1,/OT are within a factor of 3 of the value we
estimated. In general, there appears to be quite good
correspondence between the stresses we calculate to main-
tain plastic faulting and the measured terminal failure
strengths under high confinement.

5. Plastic Fault Initiation

[18] The analysis above demonstrates that once a plastic
fault localizes, propagation of the fault can generate suffi-
cient heat to maintain localized deformation along the
growing fault plane in an autocatalytic manner. To initiate
this process, however, it is necessary to both localize
deformation and to raise the temperature of the material in
the incipient fault region sufficiently to start the auto-
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Figure 2.

(a) Shear stress at failure versus ambient temperature in rock samples where failure was non-

Coulombic. Shaded region indicates range of shear stresses required to maintain a plastic instability
predicted by equation (5) using the ambient temperature and the rock properties listed in Table 1.
(b) Observed shear stress at non-Coulombic failure versus the shear stress required to maintain a plastic
instability predicted by equation (5) using the temperature at which the material completely melts. Here
we approximate this upper limit as 1000°C for rock and use 0°C for ice. Shaded region indicates range of
uncertainty for plastic faulting assuming m and 0t,/9T are both correct to within a factor of 3. Symbols
and data sources are the same as in Figure 1. All rocks were deformed at a strain rate of 107> or 10 °s™!,
except for two samples of Maryland diabase deformed 107> s~'. All ice samples were deformed at a

strain rate of 6 x 1073 s,

catalytic process. In the discussion below we propose one
possible mechanism by which this may occur.

[19] As already noted, microstructural analyses of rock
clearly demonstrate the strong association between plastic
faults and dislocations. For instance, dislocation densities in
grains directly adjacent to plastic faults can be as high as
~10" m™2 [Hirth and Tullis, 1994]. In the early stages of
plastic deformation, experiment and theory suggest that
grain boundaries are the dominant source of dislocations
[Li, 1963; Liu et al., 1992]. Once created, these dislocations
may glide across the grain and begin to pile up at a grain
boundary [Baker et al., 1986; Liu et al., 1995; Dieter, 1986].

Multiple dislocation sources may be present along a single
grain boundary, creating a series of closely spaced pileups
that may interact to initiate the plastic fault. For simplicity,
however, we only consider a single pileup. For a grain of
diameter d, the number of dislocations 7, in a single pileup
is given by [Eshelby et al., 1951]

frrd
=1 7
TeT @)
where T is the average resolved shear stress in the slip
plane, G is the shear modulus, b is the Burgers’ vector of the
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Figure 3. Plastic compressive strength versus temperature
for granitic rock. Least squares linear fit to the data yields
O7,/OT ~ —0.8 MPa K~ '. Data are from Shelton et al.
[1981], Shimada [1992], Shimada and Cho [1990], Tullis
and Yund [1992], and Tullis and Yund [1977]. Data were
generated from tests at strain rates of 10 ¢ — 107> s~ .

dislocations, and f'is a factor close to unity. The total offset
across the slip plane is simply n,b.

[20] If the applied shear stress continues to increase, then
at a critical stress slip will propagate across the grain
boundary barrier. If the propagation across the barrier
occurs quickly, then this is essentially an adiabatic process.
In this case, as before (equation (6)), the increase in
temperature, A7, can be approximated as

TsY
AT = 8
- (®)

where the shear strain v is defined as n,b/(2L,), where L, is
the width of the slip band.

[21] Photomicrographs of dislocation pile ups at grain
boundaries in alloys suggest that typical shear band-
widths, L,, are on the order of several tenths of a
micrometer [e.g., Baker et al., 1986]. Similar data are
not available for rocks, but Hirth and Tullis [1994] have
observed fully developed plastic faults that are less than a
micrometer wide, suggesting that L, in rocks may also be
of the order of a fraction of a micrometer. Using the
conservative estimate L, = 10°® m, the estimated shear
strain associated with the propagation of slip across the
grain boundary barrier y = n b/(2L,) is greater than vy,
the minimum shear strain required for shear strain local-
ization in both rock and ice (equation (4)).

[22] The resolved shear stress T is related to the applied
shear stress T as

T, =T—T;, 9)

where T; is the friction stress required to overcome lattice
resistance to dislocation motion, i.e., the Peierls stress.
Although this term is poorly constrained for rock, for
quartz and many silicon and aluminum oxides, T, is
generally about 102G [Frost and Ashby, 1982]. For rock,
G ~ 10 GPa, suggesting that 7; is about one tenth to one
half of the terminal failure stress for plastic faulting
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(Figure 2). Similarly, measurements in ice at 253—-268 K
yield 7; ~ 1 MPa [Schulson et al., 1984], or about one
tenth of the terminal failure stress for plastic faulting at
these temperatures. Taking T, = (0; — 03)/2 at terminal
failure and conservatively assuming T; 0.51,, the
predicted increase in temperature associated with the
propagation of slip across the grain boundary barrier are
several degrees for ice and several hundred degrees for
rock. In this calculation we set G = 3.5 GPa for ice
[Gammon et al., 1983] and assume d = 10> m and d =
1072 m for rock and ice, respectively.

[23] We thus conclude that both the shear strain and the
increase in temperature associated with the breakthrough of
dislocation slip across grain boundaries are sufficient to
initiate plastic faults. Once initiated, the newly formed
plastic fault will continue to propagate as long as the applied
shear stress is sufficient to maintain localized deformation,
as discussed above.

6. Can Plastic Faults Initiate in the Uppermost
Crust?

[24] Implicit in the above model for the initiation of
plastic faults is the existence of dislocation pileups. This
requires that the combination of strain rate and temperature
be sufficient for the creation and glide of a large number of
dislocations (e.g., see equation (7)). Consequently, we do
not expect dislocation pileups to form, nor plastic faulting to
occur, within the uppermost brittle field of the crust where
creep processes are not sufficiently active.

[25] To quantify this idea, we consider the time required
for a dislocation to move across a grain and compare this to
the time required for a typical geologic strain rate to
generate stress within the brittle crust sufficient to induce
brittle failure. While dislocation velocities in rock are poorly
constrained, Krausz [1970] argues that dislocation velocity
can be described in terms of physical concepts by using a
reaction rate theory model of the asymmetrical energy
barrier to dislocation movement and assuming that the
activation energy of the rate controlling process is linearly
dependent on the resolved shear stress. The resulting
expression for the dislocation velocity, v, can be written

Y, — b g Vi
v:Qfexp(—fTTVfT) —Q;,exp(—%), (10)

where () is a constant related to the transmission
coefficient for the activation of a dislocation, ¥ is the
activation energy for dislocation movement, V is the
activation volume, T is the resolved shear stress acting on
the dislocation, and K is the Boltzmann constant. The
subscripts / and b indicate the forward and backward
movement of the dislocations across the possibly
asymmetric energy barrier. Krausz [1970] states that this
model describes well the dislocation velocities in a
variety of semiconductors, metals, and ice.

[26] Given the dislocation velocity, the characteristic time
for dislocation movement is given by

tq (1121)
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Figure 4. Characteristic times for dislocation movement
across a grain and for brittle failure.

The corresponding characteristic time for brittle failure is
given by

ty=—5__
"7 G(dy/dt)’

(11b)
where T is the brittle failure stress. Here we take T as the
C faulting failure stress for the formation of a reverse fault
in a compressional environment where o3 = pgz, where z is
depth. Coulombic faulting will occur when the excess shear
stress exceeds the cohesive strength of the rock S, [4shby
and Hallam, 1986]:

0]

%03 sin 26, — u(ol +o3

cosZOo—P) > Sy, (12)

where P is the fluid pressure and 6, again defines fault
orientation (section 1). For the friction coefficient and
cohesive strength, we used Byerlee’s [1978] values

01 — 03

cos 26, — P < 200 MPa

(13)

L=085 S,=0

p=0.6; S, = 80 MPa otherwise.

Further assuming a typical geologic strain rate (10~ s~!

[Carter and Tsenn, 1987]), the characteristic time for
brittle failure 7, versus depth in the crust is shown in
Figure 4.

[27] The necessary parametric values to estimate the
characteristic time for dislocation movement in rock are
not known. However, lacking more appropriate data, we
demonstrate our approach by assuming that the values for
rock are similar to those for Si. Thus the plot of T, versus
depth for Si shown in Figure 4 may provide only an order of
magnitude estimate of the characteristic time for dislocation
movement in rock. In making this calculation, we assumed
a typical crustal geothermal gradient (20° km™' depth
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[Carter and Tsenn, 1987]), made the conservative assump-
tion that the state of stress is defined by 5, took d = 1073 m,
and used for the parameters in equation (10) those given by
Krausz [1970] for Si (¥y=2.235eV, ¥, =2.215 eV, V;=
71 A%, ¥V, =315 A’ and Q= Q, =2 x 10° em s™").

[28] Figure 4 shows that in the upper crust, dislocation
movement is so slow that stresses increase to the brittle
failure stress long before even a single dislocation can
cross a typical grain. Thus it is not possible to create a
dislocation pileup before C faulting occurs. However,
deeper in the crust, dislocation velocity increases dramat-
ically, such that for depths > ~11 km at a strain rate of
10-13 57! the time required to create a dislocation pileup
is similar to, or less than, that required for C faulting.
While this conclusion is based on the assumption that
dislocation velocities in rock are similar to those in Si,
the difference in characteristic times shown in Figure 4 is
so large (more than 10 orders of magnitude in the
uppermost crust) that it is unlikely that a different
parameterization would change the conclusion that dislo-
cation velocity in the uppermost crust is too slow to
permit the formation of dislocation pileups before C
faulting occurs. Also, significantly, the transition from
tp <1, to t, > t, occurs at the same depth as the transition
from strength being limited by Byerlee’s law to strength
being limited by power law creep (see discussion of
Figure 5). This provides post hoc support for using the
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5+ Pt
g 10F T 3
< r - ]
< B Pie g 4
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Figure 5. Differential stress as a function of depth for
Coulombic failure as predicted by Byerlee’s [1978] law
(solid line, equations (12) and (13)) and for steady
power law creep as given by the power law creep
expression 9y/0t = de" 2 ®D(5, — o5)" for the indicated
strain rate (dashed lines). Parametric values are those for
wet Westerly granite (Table 1). Bold line shows minimum
stress required for a thermal instability as given by
equations (2) and (3). Upper and lower shaded regions
show depths at which plastic faulting may occur for the
slower and faster strain rates, respectively. These regions are
defined by stresses sufficient for an adiabatic instability yet
less than required for Coulombic failure.
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Si parameterization in the dislocation velocity model as
an estimate of dislocation velocity in rock.

7. Implications to Failure of the Earth’s Crust

[29] So far we have addressed deformation in the labora-
tory. The more important issue is: Do P faults occur in the
Earth’s crust? From a theoretical perspective we can begin
to address this question by comparing the failure stress
associated with plastic faulting with the failure stress
associated with other mechanisms thought to be active in
the Earth’s crust.

[30] The rheology of the crust and lithosphere is usually
described to first order using a simple, two-mechanism
model in which the strength of the upper “brittle” crust is
limited by frictional resistance (e.g., Coulombic faulting)
while the strength of the lower crust is limited by creep.
Specifically, the strength of the upper crust is given by
Byerlee’s [1978] law, while at lower depths strength is
assumed to be described by power law creep.

[31] In Figure 5 we plot, for a compressional environ-
ment, the differential failure stress (o, — o3) for wet
Westerly granite as a function of depth in the crust, as
predicted by both Byerlee’s law and the power law creep
expression. We assumed hydrostatic fluid pressure P = p, gz,
where p,, is the density of water. For power law creep
we consider two geologically common crustal strain rates,
Oy/0t = 107" and 0y/0t = 107"° s~ [Carter and Tsenn,
1987]. As expected, the minimum failure stress is governed
by Coulombic failure in the upper crust. At a critical depth
(here 11 and 7.5 km for strain rates of 10~'* and 10~ "% s,
respectively) the creep rate becomes sufficient to prevent
stresses from exceeding those required for Coulombic
failure, suppressing the frictional failure mode. We do not
expect plastic faulting to occur at depths less than these
critical depths as the creep rate is likely too slow to create
the necessary dislocation pileups before Coulombic failure
occurs (section 06).

[32] Below these critical depths where the stress is
governed by power law creep, plastic faulting may occur
if the steady state creep stresses are sufficient to satisfy the
instability criterion. The minimum stress satisfying this
criterion, given by equation (2), is shown by the bold line
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in Figure 5. As indicated by the grayed regions in Figure 5,
for several kilometers below the critical depth marking the
suppression of Coulombic failure, the stresses predicted by
the power law creep expressions are sufficient to satisfy the
instability criterion.

[33] To estimate the actual plastic faulting failure stresses,
we applied our model (equation (5)) to estimate the stress
required to accommodate slip via thermal softening along a
reverse fault dipping 45°. As before, we used the numerical
values for wet Westerly granite. We set both of the charac-
teristic dimensions, 7. and L, to be the distance over which
heat can be conducted over the timescale of a typical large
magnitude seismic event, and we obtained this distance as
follows: Consider a fault zone in an infinite medium having
an initially uniform temperature, 7,. If at time ¢ = O,
adiabatic heating raises the temperature within the fault
zone to Ty then the variation in temperature over time ¢ at
distances 7 from the center of the fault zone is given by
[Carslaw and Jaeger, 1959]

T-T, 1 (L.)2) +r (L.)2) —r

Ty —T, 2|:erf<2\/|<;t/pc> +erf<2\/m/pc>} (14)
At the edge of the characteristic dimension, 7 = T, at time
t = t;, where £, is the timescale of a typical large magnitude
seismic event (~107 s). On the basis of the microstructures
of P faults in the laboratory samples, we set L, = 10~ *m. We
thus obtained the temperature as a function of distance,
(Figure 6). On the basis of Figure 6 we estimate r. = L =
0.04 m. Using these numerical values, we obtained from
equation (5) a shear stress of about 50 MPa to maintain
localized plastic flow. This stress is similar to shear stresses
inferred (~10—100 MPa) at midcrustal depth (5—15 km)
[Carter and Tsenn, 1987; Emmermann and Lauterjung,
1997], suggesting that P faulting is possible at these depths.
This stress is also similar to the minimum stress required for
a thermal instability (equation (2)), suggesting that this
necessary condition may be a good approximation of the
plastic fault failure stress at these depths. We conclude that
from a theoretical perspective plastic faulting is possible at
midcrustal depths.

[34] Also consistent with the possibility of plastic faulting
in the upper crust are the dips, 0, of reverse faults associated
with large (M > 5.5) intracontinental earthquakes [Collettini
and Sibson, 2001]. While the primary peak in the distribu-
tion of dip angles (Figure 7a) is consistent with the dips
expected from Coulombic faulting (6, = 24°-32° for p =
0.5-0.9 [Anderson, 1972]), a prominent secondary peak
occurs at ~45° [Sibson and Xie, 1998].

[35] Several mechanisms have been proposed to explain
the subsidiary peak in reverse fault orientations at 6, ~ 45°.
For example, “domino steepening” of an initially low-angle
thrust stack may occur in areas of intense shortening [Sibson
and Xie, 1998]. However, in this case we would expect to
find a broad distribution of orientations above the initial
fault angle (6, ~ 30°) representing the progressive steepen-
ing of faults with increased shortening. Instead, the distri-
bution of orientations 6, is bimodal. Alternatively, steeply
dipping reverse faults may result from the compressional
reactivation of former normal faults formed during an earlier
phase of crustal extension [Sibson and Xie, 1998]. However,
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Figure 7. (a) Dip 0, of reverse faults inferred from large
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estimates are +5°-10°. Replotted from Collettini and
Sibson [2001]. (b) Reverse fault dip versus depth, as
tabulated by Sibson and Xie [1998].

as noted by Sibson and Xie [1998], in addition to a tectonic
inversion, the reactivation of the normal faults, rather than
the creation of new favorably oriented reverse faults,
requires substantial fluid overpressuring along the existing
fault planes. In addition, it must be assumed that the fault
has not healed during the possibly long interval over which
the tectonic inversion occurs. A third explanation for steeply
dipping reverse faults is a significant deviation of the
greatest principal stress trajectory from the assumed hori-
zontal orientation. This could be a consequence of, for
example, horizontal ductile flow in the lower crust. In this
case we would expect steeply dipping normal faults to be
more common at greater depths. However, as shown in
Figure 7b, there is no clear correlation between reverse fault
dip and depth.

[36] While processes such as reactivation of normal faults
probably explain many of the observed high-angle reverse
faults, we note that seismically active conjugate strike-slip
faults also tend to occur in orthogonal sets and can not be
explained by reactivation [Thatcher and Hill, 1991]. Con-
jugate orthogonal sets of shear zones have also been
documented in granite under greenschist (i.e., relatively
low temperature and pressure) metamorphic conditions
[Mitra, 1988]. Perhaps significantly, the dips of the high-
angle reverse faults and the orthogonal sets of conjugate
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strike-slip faults are consistent with those expected if failure
occurs via plastic faulting.

[37] We thus propose, based on their orientation and our
analyses showing that the P faulting failure stress is similar
to inferred stresses at midcrustal depths, that some steeply
dipping reverse faults may represent P faults. We note that
plastic faulting has been suggested previously as a possible
mechanism for the generation of earthquakes in the deep
crust [Branlund et al., 2000; Griggs and Baker, 1969;
Hobbs and Ord, 1988; Karato et al., 2001; Ogawa, 1987,
Wiens, 2001]. Our model supports the idea that plastic
faulting may also occur in the semibrittle region at mid-
crustal depth, under stresses similar to those inferred at
these depths. In these cases, plasticity, rather than friction,
may limit strength when the confinement is sufficient to
suppress Coulombic failure.
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