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Abstract The segregation of ten isovalent impurities
(Al3+ Cr3+, Eu3+, Gd3+, Ho3+, La3+, Lu3+, Nd3+,
Tb3+, Y3+) to the (01�12) and the (0001) surfaces of
haematite (a-Fe2O3) have been studied using atomistic
simulation where the forces between the atoms are
modelled using the Born model of solids. Segregation is
found to be energetically favoured in virtually every
case. The results for the (01�12) surface show that the
most favourable impurity surface concentration is
33.33%. The (0001) surface has two possible termina-
tions, one terminated by iron atoms and the other by
oxygen. No minimum is calculated for the Fe termina-
tion of the (0001) surface at low temperatures, but when
the effect of raising the temperature is considered, an
energy minimum is found, also at 33.33% impurity
coverage. In contrast, the O terminated (0001) surface
has a minimum in the segregation energy for between
16.67 and 33.33% depending on the cation being con-
sidered.

Keywords Surface of haematite Æ Low index surfaces Æ
Segregation Æ Atomistic simulation

Introduction

The aim of the work described in this paper is to
investigate the segregation of a number of isovalent
heavy metal impurities from the bulk structure to two of
the most stable low index surfaces of haematite
(a-Fe2O3).

Impurities are known to segregate to the interfaces of
many solids (Mackrodt et al. 1985; Cotter et al. 1989;
Davies et al. 1989; Janowski et al. 1991; Harding et al.
2003) and if there is significant segregation, the com-
position and hence the behaviour of the surfaces will

change. Such differences in composition can be observed
when materials with impurities are heated, as this causes
the impurities to be concentrated at the surfaces (Suzuki
et al. 1998). The resulting change in the surface
composition will affect a range of properties from
the sintering, adsorption and reactivity of the mineral.
Thus, understanding the extent to which impurities
segregate to specific surfaces is a necessary first step
towards predicting the effect of impurities on surface
properties.

Since iron oxide surfaces are amongst the most
reactive species found in soils (Arocena et al. 1992),
there is a need for studying the interaction with impu-
rities. These include the interaction with chromium ions
(Kendelewicz et al. 1999) and radionuclides (Wenming
2001). The latter is of interest for determining a mech-
anism for immobiliing radionuclides from both disposal
sites and reactor accident zones. Clearly in soil processes
solvent and organic matter are important (Bryan et al.
1998; Xiangke et al. 2000); however, in order to under-
stand the segregation of such heavy metals from the bulk
structure to the most stable surfaces of a significant soil
mineral (a–Fe2O3), it is necessary to separate out the
different factors controlling surface structure and sta-
bility. One method that can achieve this is atomistic
simulation. A second motivation for this work is that if
atomistic simulation can be used to calculate the opti-
mum composition of a given surface, then the approach
could provide possible suggestions for further experi-
mental investigation, especially if the surface composi-
tion represents a technologically useful material.

The segregation of impurities to pure/dry surfaces
therefore represents a clear starting point for such an
investigation. In addition, it also provides data for
comparison with experiments on surfaces examined
under ultra-high vacuum conditions. Before discussing
these results, the methodology adopted and a brief dis-
cussion of the structure of haematite, its low index sur-
faces and their relative stability is included. This focuses
on the two significant surfaces of haematite, namely the
(01�12) and (0001) surfaces.
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Theory and methodology

The work described in this paper was carried out using atomistic
simulation techniques based on the Born model of solids (Born and
Haung 1954). The long-ranged Coulombic interactions are calcu-
lated using Parry’s modification of the Ewald summation (Ewald
1921 Parry 1975, 1976). The short-range interactions such as
repulsions between adjacent atoms and van der Waals forces are
represented by simple, parameterized, analytical functions such as
the Buckingham potential, which takes the form:

UijðrijÞ ¼ Aijexpð�rij=qijÞ � Cij=r6ij;

where Aij, qij and Cij are parameters particular to each pair-wise
interaction and r ij is the separation between atom i and atom j.

The potential model parameters used for haematite and the iso-
valent impurities are based on those derived by Lewis and Catlow
(1985), see Table 1. In all cases the oxide ion is described using the
Dick and Overhauser (1958) shell model to simulate the polariz-
ability. In this approach the anions are represented by a core and
massless shell, which are connected by a spring. The charges of the
core and shell along with the spring constant determine the
polarizability of the ion. We consider the cations to be unpolariz-
able.

The structures and surface energies were calculated using the
METADISE code (Watson et al. 1996), which follows the
approach of Tasker (1979), whereby the crystal is divided into two
blocks, each comprising a region I and a region II. Region I con-
tains the ions closest to the surface and region II is composed of
more distant ions. In the simulation, the ions in region I can relax
whilst the region-II ions are held fixed at their bulk positions. The
sizes of region I and region II must be large enough to ensure that
the energy is converged. In this study we found that a region I of
depth 15 Å and a region II of depth 150 Å was sufficient. A short
range cutoff of 15 Å was used.

The surface energy (c) is defined as the surface excess energy per
unit area of a block of crystal containing the surface, Esurf, relative
to a block containing an equivalent number of ions in the bulk,
Ebulk. It is defined as:

c ¼ ðEsurf � EbulkÞ
Area

:

A small positive value of c represents a stable surface.
Ten iso-valent cations, namely Al3+ Cr3+, Eu3+, Gd3+, Ho3+,

La3+, Lu3+, Nd3+, Tb3+, Y3+, were chosen for study and each
was substituted into each surface, replacing a varying number of
surface Fe3+ ions.

As a way of exploring a number (but not an excessive number)
of configurations, the orientated cells were scaled so that there were
six surface cations, enabling different concentrations of impurity to
be considered. All the resulting configurations were then energy-
minimized. Many non-equivalent configurations were considered
and the lowest energy configurations are reported. The segregation
energy per dopant cation is defined as the energy difference between
placing an impurity in the surface with that of placing the same
impurity in the bulk and is given by:

Eseg ¼ ðEsurfþdefect � EsurfÞ=nð Þ � ðEbulk þ defect� EbulkÞ ;
where Esurf, as noted above, is the energy of the pure surface, n is
the number of impurity ions on the surface. Esurf+defect is the en-
ergy of the surface containing n impurity ions and ( Ebulk+defect )
Ebulk) is the energy of an isolated impurity ion in the bulk structure,
which was calculated along with the energy associated with creating
an isolated surface defect using the well-known Mott and Littleton
(1938) approach implemented in the programs CASCADE (Leslie
1982) (for bulk defects) and CHAOS (Duffy and Tasker 1983) (for
surface defects).

It is, however, possible to go beyond the calculation of the static
lattice energy of a system and calculate the vibrational contribution
to the free energy using lattice dynamics Parker (2001). We follow
the work of, for example Born and Huang (1954), Cochran (1973)
and Barron et al. (1980) which is implemented in the code: PAR-
APOCS (phonon-assisted relaxation applied to the prediction of
crystal structures) (Parker and Price 1989; Watson et al. 1994). The
approximation here is to use the theory of small amplitude vibra-
tions. The lattice potential energy is expanded as a power series of
the displacement of the atoms from their minimum energy posi-
tions, but only to the second order. The equations of motion are
then linear and the motion consists of independent harmonic
vibrations (normal modes), each with its own frequency (t). The
phonon density of states g(t) summed over k-space can then
be used to evaluate thermodynamic properties such as the
vibrational contribution to: the internal energy, Uvib, the
Helmholtz freeenergy, A, and the entropy, S.

We considered the free energy of segregation to the (01�12)
surface at 300 K for six of the ten cations (Al3+, Cr3+, Ho3+,
Lu3+, Tb3+ and Y3+). For these ions a slab of depth 17 Å with a
vacuum gap 17 Å was sufficient to ensure convergence of the
free-energies. The size of the simulation cell required to study the
(00-01) using lattice dynamics was beyond the computer resources
available to us.

The number of non-equivalent configurations considered makes
it possible to estimate the configurational entropic contribution to
the system via the partition function. The partition function Q is
defined as:

Q ¼
Xn

i¼1
expð�ðEi � E0Þ=RT Þ ;

where Ei is the energy of configuration i, E0 is the minimum
energy observed, T is the absolute temperature and R is the gas
constant. Using this partition function it is possible to estimate
the proportion of each configuration present as a function of
temperature. In addition, by using the standard statistical
thermodynamic relationship (Aconfig = E0 ) RT ln Q) the
configurational free energy of segregation can be evaluated as a
function of temperature.

Table 1 Buckingham potentials used to describe the isovalent
cations used in the segregation studies. (Lewis and Catlow 1985)

A (eV) P (Å) C (eV Å)6)

Al core O shell 1114.9 0.3118 0.0
Cr core O shell 1734.1 0.3010 0.0
Eu core O shell 1358.0 0.3556 0.0
Gd core O shell 1336.8 0.3551 0.0
Ho core O shell 1350.2 0.3487 0.0
La core O shell 1439.7 0.3651 0.0
Lu core O shell 1347.1 0.3430 0.0
Nd core O shell 1379.9 0.3601 0.0
Tb core O shell 1369.7 0.3521 0.0
Y core O shell 1345.1 0.3491 0.0
Fe core O shell 1102.4 0.3299 0.0
O shell O shell 22764.0 0.1490 27.88

Mass/au Charge/au

Fe core 55.847 3.00
O core 15.9994 0.21
O shell 0.00 )2.21
Al core 26.92 3.00
Cr core 52.00 3.00
Eu core 151.96 3.00
Gd core 157.25 3.00
Ho core 164.93 3.00
La core 138.91 3.00
Lu core 174.97 3.00
Nd core 144.24 3.00
Tb core 158.93 3.00
Y core 88.91 3.00

O shell – O core k/eV Å -2 27.4

508



Intuitively, we would expect the relative size of the impurity ion
to affect the segregation process. Indeed, many segregation models
have been proposed based on this supposition (Davies et al. 1989;
Davies 1992). One such model of segregation (McLean 1957) states
that the primary driving force for isovalent impurity segregation is
the elastic strain Uelastic, induced in the bulk lattice by the impurity.
This is related to the difference in the size of the impurity and host
cation, Dr by

Uelastic ¼ 6pr3ðDr=rÞ2=ð1þ 3B=4lÞ ;

where r is the radius of the lattice cation, B is the bulk modulus of
the impurity and l is the shear modulus of the host lattice. So if it is
assumed that the bulk modulus is constant for all ten impurity ions,
then Uelastic and hence the segregation energy, would be propor-
tional toðDr rÞ2 The validity of this assumption has been tested by
plotting the optimum segregation energy against the ratio ðDr rÞ2
and the calculated significance of the fit for each surface consid-
ered. These results are reported later in this paper.

The structure of haematite

Hematite has the corundum structure and its space
group is R�3c. The Fe3+ cations fill two-thirds of the
octahedral sites created by the close-packed oxygen
anion layers. It is stable under atmospheric conditions
(Henderson et al. 1998) and consequently is one of the
most abundant iron oxides, occurring mainly in sedi-
ments or in the soil as a product of iron-bearing min-
erals.

The experimentally determined unit-cell parameters,
used as a starting point for this work were those
reported by Howard et al. (1991) and had dimensions
a ¼ 5.03 Å, b ¼ 5.03 Å, c ¼ 13.77 Å, which on relaxa-
tion, using constant pressure energy minimization,
became a ¼ 5.06 Å, b ¼ 5.06 Å, c ¼ 13.36 Å. The
structure was then cut to create the required low index
surfaces and the surface energy calculated. The two most
stable surfaces, the (01�12) and (0001), were then chosen
for the segregation study because in addition to being
the most stable, previous work (Redfern 1999) had
shown them to be the most significant surfaces of
haematite. This point is illustrated in Table 2, where c,
the surface energy, is reported for five of the lowest
index surfaces of haematite. The order of increasing
surface energies before relaxation is: (01.2) <(11.0)
<(10.1) <(00.1) <(10.0), but on relaxation, the order
becomes: (01.2) <(00.1) <(10.0) » (11.0) <(10.1). The
(0001) and (10�10) surfaces have the largest relaxations.
The surface energy of these two faces is reduced by over

50% on relaxation, the largest changes of all termina-
tions considered. The (01�12) face remains the most sta-
ble both before and after relaxation and undergoes the
smallest relaxation of all the surfaces considered. As a
way of expressing the relative surface energies we eval-
uated a Wulff construction (Wulff 1901), which corre-
sponds qualitatively to the morphology of the crystal.
The calculated unrelaxed and relaxed morphology of
haematite, using is approach, are shown in Fig. 1.

The (01�12) surface

The lowest energy termination of the (01�12) is non-
dipolar, with both Fe and O at the surface. The iron
atoms have five nearest-neighbour oxygen anions, four
in the surface plane and one in the plane below (Henrich
and Cox 1994). These incomplete oxygen octahedra are
alternately tilted with respect to the surface plane,
leading to a slightly corrugated surface (Fig. 2) (Lad and
Henrich 1988; Gautier et al. 1996). This surface has been
calculated as being the most stable of the low index
surfaces of haematite under dry conditions (Parker et al.
1999). It undergoes the least relaxation of all the
haematite surfaces considered, with the surface energy
reducing by only 27.8%. This is because the surface is
close to bulk termination, with a decrease of just 0.05 Å
(Table 3) in interplanar spacing between the two surface
layers (Redfern 1999).

The (0001) surface

The (0001) surface is composed of two types of atomic
plane, each consisting of either cations or anions. The
cation plane is not flat and instead has half of the
Fe3+ ions closer to the oxygen layer above and half-
closer to the oxygen layer below. The creation of the
cation-terminated face can be thought of as cleaving
between the two sublayers of cations, thus producing a
non-dipolar surface (Becker et al. 1996; Wang et al.

Table 2 Calculated surface energies of hematite

Surface cunrelaxed
(J/m)2)

crelaxed
(J/m)2)

Change
%

(0001)Fe 5.06 2.41 52.4
(0001)O 11.95 3.74 68.7
(01�12) 2.91 2.10 27.8
(1000) 5.51 2.43 55.8
(1100)O 3.93 2.44 37.9
(1100)Fe 13.34 3.36 74.8
(10�11) 4.86 2.97 38.9 Fig. 1 The calculated relaxed and unrelaxed morphology of

hematite
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1998; Eggleston 1999). In contrast, the oxygen plane is
close-packed and flat. Thus producing a non-dipolar
surface involves cleaving the oxygen layer, leaving half
of the O2- ions at the surface.

Of the two terminations of the (0001) surface studied,
the Fe-terminated surface is the dominant configuration
under ultra-high vacuum conditions (Condon et al.
1995, 1998). A point reflected in its lower surface energy,
2.41 J m–2 as opposed to 3.74 J m–2 for the oxygen-
terminated surface (see Table 2). The Fe-terminated
surface structure is well ordered. Each cation has three
oxygen neighbours in the plane below, half the number
of neighbours in the bulk crystal. On relaxation, the
surface energy reduces by over 50%, which is due to the
iron atoms relaxing into the crystal to increase their
coordination, thereby reducing the interplanar spacing
between the uppermost layers from 0.85 to
0.35 Å (Table 4), a result which is well-documented for
many corundum-structured oxides, for example,
alumina (Kenway et al. 1989; Mackrodt at al. 1987) and
chromia (Lawrence et al. 1988; Rohr et al. 1997).

The surface energy of the oxygen-terminated (0001)
face is much higher and consequently it is unlikely to
occur under ultra-high vacuum conditions. However,
when air is introduced, especially when water vapour is
present, the O-terminated surface has also been observed
(Shaikhutdinov and Weiss 1999; Ketteler et al. 2001).
The surface ion density of this termination is lower than

the Fe plane due to the formation of oxygen vacancies.
The relaxation of this termination is very large, illus-
trated by the large reduction of the surface energy to
68.7% of its bulk terminated energy, as the ions relax to
stabilize the surface vacancies. The relaxation of both
terminations is described in terms of the change in in-
terlayer spacing in Table 4. The effects of impurities on
both surface terminations are considered in this work
and their structures are shown in Fig. 2.

Segregation to the low-index surfaces of haematite

Segregation to the (01�12) surface

The calculated energies for a cation segregating from the
bulk structure to the (01�12) surface as a function of
coverage are given for each of the ten species in Table 5.
With the exception of the two smallest ions (Al3+ and
Cr3+) the energies are negative, implying that the rare-
earth cations would segregate to the (01�12) surface from
the bulk structure. Figure 3 shows the segregation
energy plotted relative to the minimum energy observed,

Fig. 2 The structure of, a the
(01�12), b Fe-terminated (00.1)
and c oxygen terminated (00.1)
surfaces of hematite

Table 3 Relaxation perpendicular to the (01�12) face

Surface Species Height before
relaxation
(Å)

Height after
relaxation
(Å)

Change
(Å)

(01�12)
O 0.10 0.22 0.12
Fe 0.38 0.43 0.05
O 1.18 1.03 )0.15
Fe 1.98 1.94 )0.04
O 2.27 2.32 0.05
O 3.76 3.72 )0.04
Fe 4.05 4.06 0.01

Table 4 Relaxation perpendicular to the (0001)

Surface Species Height before
relaxation (Å)

Height after
relaxation (Å)

Change
(Å)

(0001) Fe
Fe 0.10 0.56 )0.46
O 0.86 0.91 )0.05
Fe 1.63 1.70 )0.07
Fe 2.32 2.10 0.22
O 3.09 3.05 )0.04

(0001) O
O 0.86 0.84, 1.22 )0.02, 0.36
Fe 1.63 1.21, 1.71 )0.42, 0.08
Fe 2.32 1.86, 2.80 )0.46, 0.48
O 3.09 2.12, )3.39 )0.97, 0.30
Fe 3.85 3.28, 3.80 )0.57, 0.05
Fe 4.55 4.40, 5.11 )0.15, 0.56
O 5.31 5.05, 5.56 )0.26, 0.25
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as a function of coverage, and in each case clearly shows
common optimum coverage when 33.33% of the avail-
able cation sites are occupied by impurity cations.

Inspection of Fig. 3 also reveals that the magnitude of
the segregation energy increases as the ionic radius of the
impurity increases. For example, the optimum segrega-
tion of La3+, the largest cation considered, is calculated
as being )284.6 kJ mol)1. In the case of smaller
cations, such as Y3+ and Lu3+, the optimum segregation
energy is calculated as being )101.3 kJ mol)1 and
)64.6 kJ mol)1 respectively. Indeed when the optimum
segregation energy, for the ten cations, is plotted against
the ratio ðDr=rÞ2 in Fig. 4 a linear relationship is
observed, as predicted by McLean (1957) and the equa-
tion described above. More rigorous statistical analysis
reveals that the fit is highly significant, with the gradient
of the line representing a true description of the data at
the 0.0001% confidence level, thus illustrating that the
segregation to this surface can be modelled effectively
using a simple model based on relative ionic size.

Of the 15 possible configurations for replacing two of
the six surface Fe3+ ions with dopant cations (corre-

Table 5 Calculated segregation energies in kJ mol)1 for ten cations
to the dry (01 �12) surface of Fe2O3

Coverage (%)

0.00 16.67 33.33 50.00 66.67 83.33 100.00

Al3+ )8.7 )9.6 )8.7 )7.7 )1.0 2.9 5.8
Cr3+ 28.9 28.9 28.9 28.9 28.9 28.9 28.9
Lu3+ )57.9 )63.7 )64.6 )61.8 )51.1 )42.5 )38.6
Ho3+ )89.7 )98.4 )99.4 )95.5 )83.0 )70.4 )64.6
Y3+ )90.7 )99.4 )101.3 )97.4 )83.9 )71.4 )66.6
Tb3+ )115.8 )127.4 )129.3 )124.5 )110.0 )95.5 )89.7
Gd3+ )127.4 )139.9 )142.8 )137.0 )122.5 )107.1 )100.3
Eu3+ )137.0 )150.5 )153.4 )147.6 )134.1 )116.7 )110.0
Nd3+ )178.5 )196.8 )202.6 )194.9 )181.4 )160.2 )154.4
La3+ )244.1 )273.1 )284.6 )273.1 )260.5 )234.5 )228.7

Fig. 3 Plot of segregation en-
ergy against coverage for the
(01�12) surface of hematite

Fig. 4 Plot of segregation
energy against relative ionic
radius for the ten iso-valent
impurities
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sponding to 33.3% coverage, the observed minimum in
the energy curve), only three different segregation ener-
gies are calculated. The remaining 12 configurations are
equivalent to one of these structures by symmetry. The
distribution of the 15 configurations is, however not
uniform. Instead they occur in a ratio of 6:6:3, and since
the energies of non-equivalent configurations have been
calculated, it is possible to evaluate a partition function
for the system. Using this partition function and the
relative contribution of each of the 15 structures, it is
possible to predict the proportion of each structure that
will be occupied by each configuration as a function of
temperature.

Table 6 shows the calculated segregation energy for
each of these structures and the predicted proportion of
each configuration that would be observed at a macro-
scopic scale, over a range of temperatures. From this
information it follows that at low temperatures, as

expected, the lowest-energy configuration dominates in
practically all cases. At higher temperatures, when the
system has sufficient thermal energy, the other configu-
rations would be occupied. It is also noted that the en-
ergy difference is small between configuration b and
configuration c (typically less than 8 kJ mol)1) and as
there are twice as many ways of forming configuration b,
at high temperatures configuration b would be predicted
to dominate.

These results are, of course, based on a partition
function calculated from only 15 points and are there-
fore approximate. They do, however, give scope for
further study, by both simulation and experiment. Per-
haps most importantly they serve as a reminder that a
single static energy minimization is not enough to fully
understand a system, and that far more information can
be obtained by extending the number of points in phase
space (Lavrentiev et al. 2003).

Table 6 The three non-equiva-
lent 33.33% coverage config-
urations and the estimated
proportion of each seen at a
macro-level
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As stated above, it is possible to go beyond calcula-
tion of the static lattice energy of a system and calculate
the vibrational contribution to the free energy using
lattice dynamics. Additionally, we are able to estimate
the effect of the vibrational component on the configu-
rational free energy by calculating the partition function
from the 64 configurations considered. The results for
seven of the cations at 300 K are presented graphically
in Fig. 5; again the calculated energies are plotted rela-
tive to the minimum calculated energy. On inspection it
is clear that the same general trends are followed as in
the static case. An energy minimum is calculated at
33.33% coverage with the exception of Cr3+, which
once again is predicted to exhibit Langmuir behaviour.
The vibrational effects are small (typically less than

10 kJ mol)1) with the majority of this difference result-
ing from the zero-point contribution to the vibrational
free energy, rather than the vibrational entropy contri-
bution. Further calculations reveal that this is still the
case at higher temperatures.

The small effect of the vibrational contribution to the
surface free-energy is further illustrated by considering
the phonon density of states diagrams for pure and
doped surfaces. An example of such a comparison is
shown in Fig. 6. The g(m) for the pure (01�12) surface of
haematite is compared with the g(m) for 100% surface
coverage of Al3+, Y3+ and Tb3+. In all three cases the
differences in the distributions are evident across the
entire frequency range. This indicates that the differ-
ences are due to small frequency shifts, rather than sig-
nificant additional modes in specific parts of the
frequency spectrum. Further evidence for this also
comes from the fact that all differences between the

Fig. 5 Plot of free energy of
segregation energy against cov-
erage for the (01 �12) surface of
hematite

Fig. 6 Calculated difference in density of states diagrams at 300 K
and 100% coverage Top Al3+; middle Y3+; bottom Tb3+
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distributions are low in intensity (< 20 out of total
distribution of 4000 modes) and that the differences are
centred around zero. In summary, we find that the
vibrational contribution to the segregation free energy is
small and can therefore be neglected with minimal loss
of accuracy.

Segregation to the (0001) surface

The segregation energy has also been calculated for the
ten impurities segregating to each of two (0001) termi-
nations, i.e. the Fe and O terminations. The results are
displayed in Tables 7 and 8 below.

The minimum in the energy/coverage plots is observed
at zero coverage for the Fe-terminated (0001) surface
(Fig. 7). The results suggest that segregation to the (0001)
Fe-terminated surface occurs only when there is a high
concentration of dopant cations in the bulk structure.
These results also explain why this surface can be gen-
erated in ultra-high vacuum conditions since, once clean,
there is very little driving force for segregation. For nine
of the ten cations the segregation energy is calculated as
being negative. The exception is Cr3+. Interestingly the
results for Cr3+ are independent of coverage and the
segregation energy is calculated to be 83 kJ mol-1

(0.86 eV). Once again, it is noted that the optimum
segregation energies increase with increasing ionic
radius of the impurity. For example La3+ r = 1.016 Å,
Eseg =)240.2 kJ mol)1; Y3+ r = 0.893 Å, Eseg = )70.4
kJ mol)1 and Lu3+ r ¼ 0.85 Å, Eseg = )33.8 kJ mol)1.
In addition, when the optimum segregation energy is
plotted against the ratio (ðDr=rÞ2 (Fig. 4) a linear rela-
tionship in accordance with the segregation model pro-
posed above is calculated. Statistical analysis reveals that
the fit is highly significant, with the gradient of the line
representing a true description of the data at the 0.001%
confidence level, again illustrating the validity of using a
model based on relative ionic size.

The configurational free energy of segregation
(Aconfig = E0 )RT lnQ) as a function of temperature
was estimated. Again, we assume that the 64 configu-
rations considered adequately represent all of phase
space. This approximation means that the results ob-
tained from such a procedure are only qualitative, but
even so can reveal an underlying trend that static cal-
culations alone cannot predict.

Table 7 Calculated segregation energies in kJ mol)1 for ten cations
to the dry (0001) Fe-terminated surface of Fe2O3

Coverage %

0.00 16.67 33.33 50.00 66.67 83.33 100.00

Al3+ )35.7 )36.7 )35.7 )35.7 )34.7 )33.8 )33.8
Cr3+ 83.0 83.0 83.0 83.0 83.0 83.0 83.0
Lu3+ )33.8 )33.8 )32.8 )32.8 )29.9 )28.0 )26.1
Ho3+ )70.4 )69.5 )68.5 )66.6 )65.6 )61.8 )58.9
Y3+ )69.5 )68.5 )67.5 )63.7 )65.6 )59.8 )56.9
Tb3+ )97.4 )96.5 )95.5 )93.6 )85.9 )91.7 )81.0
Gd3+ )112.9 )111.0 )110.0 )106.1 )107.1 )98.4 )94.6
Eu3+ )122.5 )120.6 )119.6 )116.7 )115.8 )110.0 )102.3
Nd3+ )167.9 )165.0 )165.0 )161.1 )159.2 )150.5 )140.9
La3+ )240.2 )233.5 )234.5 )227.7 )225.8 )211.3 )200.7

Table 8 Calculated segregation energies in kJ mol)1 for ten cations
to the dry (00.1) O-terminated surface of Fe2O3

Coverage (%)

0.00 16.67 33.33 50.00 66.67 83.33 100.00

Al3+ )35.7 )36.7 )31.8 )26.1 )22.2 )18.3 )13.5
Cr3+ 1.9 15.4 1.9 21.2 28.0 32.8 37.6
Lu3+ )3.9 )92.6 )149.6 )111.0 )82.0 )54.0 )44.4
Ho3+ )19.3 )240.2 )164.0 )148.6 )111.9 )108.1 )74.3
Y3+ )20.3 )276.9 )303.9 )230.6 )138.0 )149.6 )117.7
Tb3+ )35.7 )271.1 )226.7 )185.3 )152.4 )134.1 )99.4
Gd3+ )43.4 )284.6 )221.9 )198.8 )165.0 )146.7 )112.9
Eu3+ )50.2 )295.2 )251.8 )210.3 )173.7 )155.3 )137.0
Nd3+ )83.0 )397.5 )303.0 )257.6 )218.1 )231.6 )178.5
La3+ 155.3 )447.7 )538.4 )428.4 )435.1 )389.8 )247.0

Fig. 7 Plot of segregation
energy against coverage for the
iron terminated (0001) surface
of heamatite
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These results are plotted in Fig. 8 at 300 K intervals
over the range 0 to 1500 K. The variation of free energy
with composition is much smoother at high tempera-
tures, compared to those generated at low temperatures
and when only lattice energy is considered. At high
temperatures, there is now a calculated minimum in free
energy at approximately 33.3% coverage of impurity.
Thus, considering the high temperatures, we again pre-
dict that a surface with a 33% impurity composition is

preferred, something not predicted when considering the
lattice energy alone.

Finally, we considered the oxygen-terminated
(0001) surface. There is again a minimum in the
segregation energy/coverage plot at a non-zero
coverage (Fig. 9). However, unlike the (01�12) surface,
where the minimum always occurred at the same
coverage for all the ions studied, the minimum energy
was found at 16.67% for Al3+, Cr3+, Eu3+, Gd3+,

Fig. 8 Plot of configurational
segregation energy against %
coverage over a temperature
range varying from 1 to 1500 K

Fig. 9 Plot of segregation
energy against coverage for the
oxygen terminated (0001)
surface of hematite

515



Ho3+, Nd3+ and Tb3+; and at 33.33% for La3+,
Lu3+ and Y3+.

There are several possible explanations for the dif-
ferent minimum compositions for the oxygen-terminated
(0001) surface. First, it could be related to the size of the
segregating ion. For example, steric hindrance might
result in there being too little space for those ions where
the energy minimum is at 16.67% coverage to adopt
configurations at higher concentrations. This is an
unlikely explanation because examination of the
impurity ions and their calculated optimum coverage
reveals no correlation between ionic radius and the
position of the energy minimum. For example, the largest
ion, La3+ is calculated to have an optimum coverage of
33.3%, whereas the energy minimum for the smallest
ions, Al3+ and Cr3+, appears at the lower coverage.
Further evidence for rejecting this explanation comes
from the fact the Ho3+ and Y3+ have remarkably similar
ionic radii (both 0.89 Å) but the optimum coverage is
calculated at different concentrations of impurity.

A second possible explanation is that since only seven
points are considered, there are an insufficient number of
points to precisely locate the true energy minimum,
which may lie at a point somewhere between 16.67 and
33.33% coverage. Preliminary calculations using a
smaller unit cell with four surface cations did reveal a
minimum at 25% coverage; however, in many cases this
point was of higher energy than the calculated minima in
the original calculations with six surface cations. Work
with larger unit cells, in order to search a larger portion
of configuration space, will therefore be required to
confirm or refute this hypothesis.

A third explanation is that the difference in minima
illustrates the existence of a more complex surface or
inter-ionic phenomena, which has so far been over-
looked. This is, however, counteracted by the fact that
once again an excellent fit is predicted when the segre-
gation energy is plotted against the ratio ðDr=rÞ2
(Fig. 4). Statistical analysis reveals that the fit is highly
significant, with the gradient of the line representing a
true description of the data at the 0.0001% confidence
level, confirming a model based on ionic radius that
adequately describes the segregation to this surface.

Conclusion

The work presented in this paper illustrates how the
heavy-metal impurities affect the stability of two of the
important low index surfaces of haematite. In common
with previous experimental and theoretical studies, we
found the (0001) and (01�12) surfaces to be the most
stable low index surfaces and consequently predict that
they would dominate the morphology of the crystal.
Thus it was these two surfaces that were considered in
the segregation study.

Our work has found that the segregation of the
dopant ions from the bulk structure to the surfaces of
interest is in practically all cases exothermic and thus

energetically favoured. In the case of the (01�12) surface
the minimum energy is greatest when the surface con-
centration of impurity is 33.33%. There is no obvious
phase that the surface is attempting to adopt with this
composition. Although it is tempting to believe that it is
attempting to form a disordered garnet (where the
optimum impurity composition would be 37.5%). In
addition, the optimum concentration is independent of
cation size, while the depth of the minimum at the
optimum concentration increases as the size of the
dopant cation increases. For example the optimum
segregation energy was calculated as being
)64.6� kJ mol–1 for Lu3+ (r ¼ 0.85 Å) and
)284.6 kJ mol)1 for La3+ (r ¼ 1.016 Å). Indeed more
formal statistical analysis revealed that there was a
highly significant correlation between the segregation
energy and the square of the relative size of the impurity.

At the optimum coverage 15 possible configurations of
the impurity on the surface were considered. It was found
that all of these represented one of three degenerate
structures. By considering the relative contribution of
each to the free energy, we predict that as the temperature
is raised, the preferred geometry of the system will
change. At higher temperatures the less favoured struc-
tures become occupied and because of symmetry effects
we predict that on the macroscopic scale the optimum
surface phase will appear more disordered and composed
of domains of the lower-energy configurations.

When the Fe termination of the (0001) surface was
considered, the optimum segregation energy was pre-
dicted as occurring at zero coverage of impurity, sug-
gesting that segregation would occur only when there is
a high concentration of impurity in the bulk structure.
However, we predict that the 33.33% coverage of
impurity becomes energetically favoured as the temper-
ature is increased towards 1500 K. The results are dif-
ferent from those of the oxygen-terminated surface
where the minimum energy configuration varies between
16.67 and 33.33% depending on the cation. and Whilst
the magnitude of the optimum coverage once more
varies with the square of the relative size of the impurity,
there is no obvious correlation between the size of the
dopant cation the optimum coverage. This suggests that
the true energy minimum lies at coverage between these
two values, something future work with larger simula-
tion cells could determine.

In summary, the simulations predict that the rare-earth
cations will segregate to the low index surfaces of
haematite. The results suggest that the surface may begin
to form a surface phase with a composition not unlike the
iron–rare-earth garnets. However, at the macroscopic le-
vel wewould expect the surface structure to be disordered.

Subsequent work will extend the discussion to con-
sider hydoxylated and hydrated surfaces, thus simulating
more closely the conditions found in the environment.
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