
Computers & Geosciences 141 (2020) 104516

Available online 23 May 2020
0098-3004/© 2020 The Authors. Published by Elsevier Ltd. This is an open access article under the CC BY-NC-ND license
(http://creativecommons.org/licenses/by-nc-nd/4.0/).

3D lithological mapping of borehole descriptions using word embeddings 

Ignacio Fuentes a,*, Jos�e Padarian a, Takuya Iwanaga b, R. Willem Vervoort a 

a School of Life and Environmental Sciences, The University of Sydney, Sydney, 2006, Australia 
b Fenner School of Environment & Society, Australian National University, Canberra, 0200, Australia  

A B S T R A C T   

In recent years the exponential growth in digital data and the expansion of machine learning have fostered the development of new applications in geosciences. 
Natural Language Processing (NLP) tackles various issues that arise from using human language data. In this study, NLP is applied to classify and map lithological 
descriptions in a three dimensional space. The data originates from the Australian Groundwater Explorer dataset of the Bureau of Meteorology, which contains the 
description and geolocation of bores drilled in New South Wales (NSW), Australia. A GloVe model trained with scientific journal articles and Wikipedia contents 
related to geosciences was used to obtain embeddings (vectors) from borehole descriptions. In parallel, and as a baseline, the descriptions were classified combining 
regular expressions and expert criterion. The description embeddings were subsequently classified using a multilayer perceptron neural network (MLP). The per-
formance was evaluated using different accuracy metrics. The embeddings were triangulated and the resulting embeddings were classified using the trained MLP and 
compared against a nearest neighbour (NN) interpolation of lithological classes. The mapping of the descriptions was carried out by using 3D voxels. Coupling NLP 
with supervised classification alternatives and interpolation methods resulted in reasonable 3D representation of lithologies. This methodology is a first step in 
demonstrating the applicability of NLP to the geosciences, which also allows for an uncertainty quantification in the different steps of the process, such as classi-
fication and interpolation. Interpolation techniques, although acceptable, might be replaced by machine learning techniques to improve the performance of 3D 
models.   

1. Introduction 

The digital era of the last decades has led to an exponential growth of 
information (Maarala et al., 2015). This has resulted in a change from 
analog to digital sources of information, which has been accompanied 
by increases in the storage capacity and computation power (Hilbert and 
L�opez, 2011). Geosciences is one of the interdisciplinary fields of sci-
ences that has suddenly changed since the beginning of the digital 
revolution. From being a poor data field it became a rich data field, 
integrating different sources of information such as remote sensing and 
geophysical surveys (Karpatne et al., 2017; Nativi et al., 2015). 

Currently, sub-disciplines of geosciences, like geology, are reaching a 
stage of synthesis in relation to the information gathered. As pointed out 
by Culshaw (2005), traditional geological data collection from field 
survey campaigns is in decline. However, a new stage is emerging, in 
which new technologies allow the digitalization, storage, processing, 
synthesis and analysis of big (legacy) datasets. 

The increasing amount of digital data has not only promoted the 
development of the different branches of science, but has also led to the 
formation of an entire new subfield of sciences, whose sole purpose is 
the detection of patterns in the data to solve problems (Boulton, 2018). 
This field, known as machine learning, has been widely applied to 

overcome difficulties caused by the use of big data. 
While machine learning techniques have been used extensively in 

geosciences (Smirnoff et al., 2008; O’Brien et al., 2015; Lary et al., 
2016), Natural Language Processing (NLP), which includes handling and 
analysing the relationships between words (Nadkarni et al., 2011; Jain 
et al., 2018), has seldom been applied. This is caused by a bias of sci-
entific knowledge towards numerical data (McBratney et al., 2018). 
However, large amounts of geological and pedological information have 
been recorded as descriptions to categorise the materials and provide 
qualitative information to scientists. Neglecting this information due to 
the above mentioned bias lacks practicality. Furthermore, the advances 
in NLP and machine learning mean that the subjectivity and ambiguity 
introduced by language might be removed by text processing and 
analysis (Escudero, 2006; Recasens et al., 2013). 

From the most common uses of NLP, dimensionality reduction, 
classification, and clustering of text are the most important, which have 
mainly been applied to advertising and the analysis of social media 
(Aggarwal and Zhai, 2012). More recently, text mining tasks have 
expanded to other research areas, including the fields of medicine and 
psychiatry, and it is expected to expand to many different fields of sci-
ence that deal with textual descriptions of reality (Pestian et al., 2010; 
Perlis et al., 2011). 
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Geologic datasets contain many textual descriptions. For example, 
borehole drill descriptions also contain textual information of the 
characteristics of the underlying materials, apart from geospatial in-
formation. Due to the quantity of wells drilled, bore logs are usually one 
of the main data sources used for the synthesis of geological information 
in geologic models (Kaufmann and Martin, 2008). However, it is diffi-
cult to classify the amount of heterogeneous lithological descriptions 
which tend to be contained in short sentences, and are highly focused 
towards geologists. The semantic analysis of these descriptions is 
therefore constrained by the specialised geological lexicon. This makes 
NLP an interesting alternative to test the classification of bore log de-
scriptions for the development of 3D geologic models. 

The main difficulty of text mining is around the way in which text 
can be processed and analysed. It is clear that a collection of characters - 
referred to as strings - which make up the textual framework, cannot be 
used in isolation. Instead, NLP is used to pre-process and transform text 
into a numerical or network representation (Srivastava and Sahami, 
2009). Several representation schemes have been proposed, but these 
have been mostly focussed on general domain text (Mikolov et al., 2013; 
Pennington et al., 2014; Bojanowski et al., 2017), which usually perform 
poorly in domain-specific tasks. Padarian and Fuentes (2019) generated 
word embeddings specifically trained for geosciences, which will be 
used in this study. 

The main objective of this study is the production of three- 
dimensional lithological maps developed by applying NLP techniques 
on a big dataset with borehole drilling descriptions. 

2. Materials and methods 

2.1. Study area 

The focus of the study is New South Wales (NSW), Australia. NSW is 
one of the six states of Australia geologically characterized by several 

sedimentary basins, overlying the Ordovician to Early Cretaceous 
basement (Fig. 1). In the eastern part of Australia, orogens and fold belts 
resulting from multiple deformation events were eroded during exhu-
mation and were the main source of sediments that filled the main 
sedimentary basins, such as the Sydney-Gunnedah-Bowen, Surat, Mur-
ray, Gloucester and Clarence Moreton basins (Fig. 2; O’Neill and Danis, 
2013; Welsh et al., 2014). 

2.2. Data and pre-processing steps 

The main source of lithological data used in this study is the 
groundwater database obtained from the Australian Groundwater Ex-
plorer of the Bureau of Meteorology (refer to “Code and data avail-
ability” section at the end of the article). It contains the geolocation and 
the bore logs of all the boreholes drilled in NSW. The dataset contains 
100,582 boreholes (Fig. 3) and 835,411 descriptions. Each borehole can 
have several descriptions associated to the different underlying lithol-
ogies. In addition, each description in the dataset is classified into a 
MajorLithCode, which corresponds to the major lithological classifica-
tion in the dataset. 

There are 549 different lithological classes in the dataset, several of 
which aggregate descriptions into ordinal categories, or aggregate de-
scriptions based on adjectives which were less relevant for this study, 
such as colour or weathering state. For instance, different clay categories 
based on the colour of sediments can be found in the dataset, and even 
though these may inform the presence of different mineralogies, they 
would further complicate the lithological interpretability of de-
scriptions. Another dataset characteristic is the heterogeneity of de-
scriptions and the imbalance between lithological classes. Thus, 10 
classes with multiple descriptions contain around 82% of the dataset 
descriptions, and the distribution of the length of sentences within the 
descriptions is highly right skewed (Fig. 4). Therefore, a reclassification 
of this dataset is required. 

Fig. 1. Study area and lithologic framework depicting the different orogens that are the main source of sediments that filled the sedimentary basins in NSW. Different 
colours represent the different surface lithologies. (For interpretation of the references to colour in this figure legend, the reader is referred to the Web version of 
this article.) 
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The descriptions contained in the bore logs were pre-processed such 
that:  

1. The set of descriptions was tokenized (divided into words) and 
lemmatization was applied to all nouns. This simply involves 
removing inflections at the end of words in order to get the “lemma” 
or root of the words. In this step, lists of tokens were obtained.  

2. All tokens (words) with non-alphabetic characters and tokens with 
less than three characters were removed.  

3. The remaining tokens were converted to its lowercase form.  
4. Stopwords (a set of words frequently used in language which are 

irrelevant for text mining purposes) were removed. 

A flowchart of the general methodology applied in this study to 
generate three-dimensional lithologic maps from borehole descriptions 
is presented in Fig. 5. The different steps in this study are discussed 
further in the following sections. 

As additional supporting data, the Shuttle Radar Topography 
Mission (SRTM) digital elevation data was obtained for NSW at 30 m 
resolution. It was used in the mapping stage to clip the interpolated 

lithologies to the terrain surface. 
Models, machine learning techniques and text processing tools used 

in this study were developed through the GloVe (Pennington et al., 
2014), scikit-learn (sklearn; Pedregosa et al., 2011), and the natural 
language toolkit (NLTK; Bird et al., 2009) libraries implemented in the 
Python programming language. 

2.3. Descriptions to vectors (embeddings) 

In order to obtain a vectorial (numerical) representation of the words 
contained in a description (i.e., an embedding), the GeoVec model 
developed by Padarian and Fuentes (2019) was applied to the words 
from the descriptions. The model consist of an application of the GloVe 
model (Pennington et al., 2014) to the geosciences domain, and was 
trained with a corpus of over 300,000 scientific full-text articles and 
over 1000 Wikipedia articles related to geosciences. 

Since the unsupervised model relies on a matrix of co-occurrence 
between words, the distance and angles between words in the vecto-
rial space generated from the corpus identify different relationships. 
Fig. 6 shows examples of how GeoVec depicts the semantic relationship 
between words, linking either specific lithologies to their corresponding 
rock type (Fig. 6 left panel), or minerals and their corresponding mineral 
group (Fig. 6 right panel). These groups can then be used to evaluate the 
numerical vectorial representation of words, which is an “embedding”. 

Another property that can be obtained from this vectorial space is the 
interpolation between concepts. This means words between concepts 
can be found, which may have an empirical meaning. In Fig. 7 (left 
panel) it can be observed how different particle sizes are found and 
sorted between the “clay” and “boulder” words, leading to the final 
increasing sequence: clay < silt < sand < gravel < cobble < boulder. In 
Fig. 7 (right panel) a scale of metamorphic grade was found between two 
extreme terms, “slate” and “migmatite”, with the final increasing 
sequence: slate < phyllite < schist < gneiss < migmatite. In this study, 
we further explore this type of word embedding interpolation with an 
application to 3D spatial modelling. 

However, since each description contains a list of words and since the 
GeoVec model creates one embedding for each word within a descrip-
tion, an average of the constituting word embeddings that comprise each 
description was calculated, yielding a single vector of length 300 for 
each lithological description. This is a simple and commonly used 
alternative to create representative texts (Pagliardini et al., 2018). 

2.4. Classification of embeddings 

For the supervised classification of embeddings, a semi-manual 
classification of the descriptions, combining the use of regular expres-
sions and expert criteria, was carried out on a subset of over 700,000 

Fig. 2. Main sedimentary basins located in NSW. In the case of Murray and the 
Surat basins, these overlie the Darling and Sydney-Gunnedah-Bowen basins in 
some areas, respectively. The sedimentary basins were obtained from Stewart 
et al. (2013). 

Fig. 3. Boreholes distribution in NSW.  

Fig. 4. Frequency of the descriptions length in the dataset used.  
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points. This consisted in a two-step procedure. In the manual first step, 
lithologies were assigned based on the descriptions, while the second 
step corresponded to an aggregation of specific lithologies into a series 
of major lithological groups (Table 1) based on our interpretation of the 
detailed lithologies. For instance, intrusive igneous rocks are aggregated 
into a single class, whilst sedimentary rocks are divided in several major 

groups such as sandstones, shales, and limestones. The same applies for 
sediments, where two groups are identified based on the granulometry 
of sediments. 

While the presented grouping (Table 1) is qualitative, it captures the 
major variation in the original dataset. In the future, a natural language 
processing algorithm could be envisioned that would do this 

Fig. 5. Flowchart of the 3D lithologic map generation.  

Fig. 6. Example of semantic relationships between types of rocks and lithologies (left) and between mineral groups and minerals (right) in a two dimensional PCA 
projection obtained by using a domain-specific GloVe model for geosciences (Padarian and Fuentes, 2019). 
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classification. 
One of the difficulties of the semi-manual classification is the high 

number of descriptions and the ambiguity of some. These can lead to the 
misclassification of some of the descriptions, which must be considered 
when evaluating any supervised classification. For example, the 
description “Sand some clay trace gravel brown damp loose medium 
poorly sorted” was classified as “Coarse sediments”. However, the 
description is ambiguous, which can be further explored by using 
description embeddings. 

For the supervised classification, a stratified random sampling was 
implemented such that a 10% of the dataset was included into a test 
subset. The remaining 90% of the dataset was subsequently divided 
randomly into a training and a validation subsets, which accounted for 
the 90% and 10% of the remaining subset, respectively. 

A Multi-layer perceptron (MLP) neural network was trained to 
classify the resulting embeddings. MLP networks are effective for 

classification tasks (Gardner and Dorling, 1998), taking advantage of all 
the combinations of features of the layer sequences. Here we present the 
results of the best model obtained by performing a grid search of the 
hyper-parameters, varying the number of fully-connected layers, and 
batch size (training samples simultaneously propagated through the 
network during training). The hyper-parameters were evaluated using 
the validation dataset. The number of epochs (times that the neural 
network passes through the entire training data) was set to 30 to avoid 
over-fitting based on the learning curves of the training and validation 
sets. The network consisted of three fully-connected layers with 100 
neurons each (Fig. 8) and a ‘ReLU’ activation function (Nair and Hinton, 
2010). The network was trained using the Adam optimizer (Kingma and 
Ba, 2014), with a batch size of 100. The output layer of the network 
yields the probability of the embeddings belonging to the different 
lithological classes found in the dataset, which, unlike the semi-manual 
classification, allows evaluation of the ambiguity of the descriptions. 

Three metrics were used to evaluate the performance of the MLP 
classification, taking into account that the classes in the dataset are 
imbalanced. For the classification assessment, lithological classes with 
the highest probabilities from the classifier were used. The performance 
metrics included the accuracy, f1 (weighted mean of precision and 
recall), and balanced accuracy scores. All methods range from 0 to 1, 
with 1 being the exact match. In addition, a confusion matrix was con-
structed to evaluate the classification for the different lithological clas-
ses (Congalton, 1991). 

2.5. Classification uncertainty evaluation 

One of the advantages of using embeddings in conjunction with the 
MLP classifier is that, in contrast to a manual classification, it allows 
quantification of the uncertainty of the classification. In this case, the 
normalised Shannon entropy was used as a measure of uncertainty using 
Eq. (1) (Saco et al., 2010): 

H½P� ¼
�
�
Pn

i¼1pi ln pi
�

Smax
(1)  

where n corresponds to the number of classes, pi is the probability of 
each class, and Smax is equal to ln n. In this case, 0 represents a value of 
null uncertainty in the classification, and 1 a very high uncertainty. 

Additionally, an assessment of the ambiguity of the classification was 
also carried out based on an estimated Confusion Index (CI; Burrough 
et al., 1997) by selecting the two predicted classes with highest proba-
bilities at each point as shown in Eq. (2): 

CI¼ ½1 � ðμmaxi
� μðmax� 1Þi

Þ� (2)  

Fig. 7. Set of interpolation tokens obtained between two extreme terms showing scales of particle size (left) and metamorphic grade (right; Padarian and Fuentes, 
2019). The PCA sign is arbitrary and hence, particle sizes increase from right to left, and metamorphic grades increase from left to right. 

Table 1 
Aggregation of lithologies into Major classes.  

Major Lithology Lithologies included 

Volcanic basalt; volcanic; lava; tuff; breccia; rhyolite; agglomerate; 
ignimbrite; zeolite; andesite; latite; trachyte; scoria; dacite; 
pyroclastic 

Intrusive granite; diorite; porphyry; dolerite; igneous; feldspar; 
granodiorite; syenite; monzonite; pyroxenite; quartz 

Metamorphic slate; phyllite; schist; soapstone; gneiss; serpentine; mica; 
amphibolite; hornfels; pegmatite; metamorphic; marble; 
quartzite; biotite 

Sandstone sandstone; greywacke; arkose; wacke 
Conglomerate conglomerate 
Shale mudstone; claystone; siltstone; shale; argillite 
Limestone limestone; dolomite; calcrete; siderite; chalk; marl; calcite 
Carbonaceous carbonaceous; coal; lignite; wood; charcoal; bitumen 
Chemical silcrete; laterite; bauxite; ironstone; cement; chert; jasper; 

gypsum; apatite; pyrite; opal 
Soil soil; topsoil; subsoil; earth; 
Fine sediments clay; mud; pug; bentonite; kaolinite; silty clay; loam; sandy loam; 

silty loam; clay loam; sandy clay loam; drift; stones clay; clay 
gravel; mud gravel; clay boulders; silty; sandy silt; silty gravel; 
gritty clay; sandy clay; silty sandy clay; mud sand; clay sand; silty 
clay sand 

Coarse 
sediments 

sand; silty sand; gravel; stones gravel; stones sand; sand gravel; 
sand boulders; clay sand gravel; pebbles, boulders, stones; blue 
metal 

Bedrock bedrock 
Alluvium alluvium 
Sedimentary sedimentary 
Water water 
Cavity cavity 
Peat peat  
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where μmax i corresponds to the probability of the maximum likelihood 
class at site i while μ(max - 1)i is the value of the second largest likelihood 
membership at site i. CI values range from 0 to 1, being 0 a value of null 
ambiguity in the classification, and 1 an index that implies high 
confusion, and therefore, high ambiguity. 

2.6. Interpolation and modelling of classes/embeddings 

Using the borehole dataset, a bore density map was developed prior 
to the interpolation and mapping of the lithological classes (Fig. 9). 
Based on the sectors with high bore density, two areas of interest (AOI) 
located near the towns of Moree and Coleambally were selected to 

develop lithological 3D models due to the higher borehole density, 
which may facilitate the evaluation of results. 

Instead of using a regular grid sampling design, the lithologies 
(classes and vectors) were extracted based on the Gallerini and Donatis 
(2009) methodology, which considers a maximum depth interval to 
extract lithological sample points, depending on the thickness of the 
strata or layers. This approach was used because it more accurately 
represents stratigraphic sequences, without missing geological infor-
mation in thin strata. 

Since the generation of 3D models requires continuous spatial data, 
the embeddings need to be interpolated. Therefore, a Delaunay trian-
gulation followed by a barycentric linear interpolation of the 

Fig. 8. Architecture of the MLP neural network used for the lithological classification.  

Fig. 9. Bore density map and selected of areas of interest (AOIs). The zoomed satellite images correspond to false colour (bands 3-4-1) Landsat 5 images. (For 
interpretation of the references to colour in this figure legend, the reader is referred to the Web version of this article.) 
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embeddings (referred to as triangulation in the following sections) was 
carried out. The interpolated vectors were subsequently classified using 
the trained MLP classifier. In order to compare the interpolation of the 
embeddings, a nearest neighbour (NN) interpolator, which is commonly 
used for interpolation of categorical data (Baboo and Devi, 2010; Babak, 
2013; Li and Heap, 2014), was applied to the lithological classes derived 
using the semi-manual classification. 

The interpolations were performed sequentially in depth through a 
2.5D approach by layering the lithologies in the dataset using a depth 
interval of one m (Falivene et al., 2007). Training and validation of the 
interpolations were done by splitting the bores in the dataset into test, 
training and validation bores in the same proportion as described in the 
classification step. The interpolations were trained using the training 
dataset, and were evaluated using the f1, accuracy and balanced accu-
racy scores. The NN interpolation gives directly interpolated lithological 
classes, while the triangulation retrieves interpolated embeddings, 
which were passed to the MLP classifier to obtain the final lithological 
classes using NLP. A mapping of the interpolated lithologies was finally 
carried out using voxels in a 3D space. Even though the interpolation of 
embeddings was carried out in the two selected AOI, the methodology 
may be extrapolated to different areas. Likewise, this methodology for 
three-dimensional mapping of lithologies may be applied to any 
georeferenced lithological description dataset written in English. 

Uncertainty maps were obtained through bootstrapping, using 100 
iterations. This number of iterations was chosen because it allows a good 
representation of the distribution of lithologies/embeddings interpo-
lated without making the process too expensive in terms of time and 
computational requirements. In the NN interpolation, a lithological class 
probability was obtained for each class in each voxel by counting the 
number of occurrences and dividing it by the 100 iterations. In the 
triangulation, the probabilities obtained from running the classifier 
were averaged in each voxel. The uncertainties for both methodologies 
were then estimated through the CI and the normalised Shannon en-
tropy as described in section 2.5. 

3. Results 

3.1. Classification performance 

The confusion matrix from the MLP classifier (Table 2) indicates the 
imbalance between the different lithological classes in the borehole 
descriptions, where alluvial sediments (coarse and fine grained) domi-
nate the NSW landscape. These are followed by sedimentary lithofacies, 

with a predominance of sandstones, followed by shales. 
Lithological classes that had lower accuracies were those with a 

fewer number of descriptions. The class water had the worst classifica-
tion, and it was mostly misclassified as volcanic, shale and sandstone. 
The misclassification indicates the main water bearing lithologies, or in 
some other cases indicates overlap between classes. For instance, 
bedrock is a broad concept that can refer to different lithologies, but had 
no further lithological detail in the descriptions. Other example is the 
soil and fine sediments classes. Most soils are composed of a mix of 
different grain sizes mineral particles and organic matter, but can also be 
described as the textural class of those materials, which are classified as 
fine grained sediments for the classifier instead of soils. This leads to a 
confusion which, if not reflected in the classification step, will affect the 
interpolation results. 

In addition, as mentioned in the methodology, the semi-manual 
classification also created misclassification due to the ambiguity of de-
scriptions. In some cases, semi-manually misclassified descriptions were 
correctly classified by the MLP classifier, but not reflected in the metrics 
used, since the semi-manual classification is used as reference. For 
instance, in the aforementioned example the MLP classified the 
description “Sand some clay trace gravel brown damp loose medium 
poorly sorted” as “Fine sediments”, which includes the “sand clay” 
lithology. 

Overall, the MLP classification with the averaged word embeddings 
achieved good results based on the given inputs, with 0.958 accuracy 
and a balanced accuracy index of 0.864. Based on this overall perfor-
mance (shown in Table 3) the MLP classifier was used for subsequent 
statistical and spatial analysis. 

Since the semi-manual classification is a time-consuming task, the 
training performance as a function of the size of the training dataset was 
further explored (Fig. 10). As expected, more training samples lead to 
higher accuracy of the validation and a slight decrease in the training 
accuracy, which results in minimum error between the curves at around 
500,000 samples. Regardless of the increase in accuracy, even with a 

Table 2 
Confusion matrix generated comparing the semi manual and the automated classification using description embeddings. Columns correspond to the predicted 
classes using description embeddings and rows to the lithological classes semi-manually classified (assumed as the actual lithological classes). 

Table 3 
Classification performance of MLP neural network for the sentence embeddings 
obtained by averaging the word embeddings of the descriptions.  

Embeddings Accuracy F1 Balanced accuracy 

Training 0.965 0.937 0.939 
Validation 0.958 0.868 0.864  
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small fraction of the dataset used for training, the classification accuracy 
is greater than 0.9. This means that with any data set with more than 
50,000 training samples, the classifier leads to good results, independent 
of any further increase in training sample size. This means a threshold in 
the resources used for the semi-manual classification can be based on 
this training size. 

3.2. Classification uncertainty 

Analysing the mean normalised entropy per lithological class and the 
lithological class percentages in the different AOIs, it is clear that the 
highest entropies are associated with lithologies with a small occur-
rence, and except for the water and sedimentary classes, the entropies 
are mainly low (0–0.1; Fig. 11). Again, sediments dominate because 
NSW is mainly composed of sedimentary basins and the boreholes are 
mainly drilled in near-surface alluvial deposits to access water supply 
and rarely reach basement rocks. Obviously, the distribution of lithol-
ogies has a higher spread for the entire NSW dataset, compared with the 
two AOIs. 

3.3. Interpolation and 3D modelling 

An overall assessment of the two interpolation methods used in both 
AOIs is in Table 4. Both interpolation methods have results comparable 
to other three-dimensional geological/soil studies applied at different 
scales (Falivene et al., 2007; Hengl et al., 2014). However, the 
Coleambally AOI, on average, has better performance than Moree. 

Fig. 12 shows the performance of the interpolation in depth (left) in 
relation to the number of samples (right). In both areas of study the 
number of training and validation points increases in the first meters 
depth, but diminishes rapidly at deeper depths. In Coleambally, the 
maximum number of sampled points reaches around 10,000, whilst in 
Moree there are always less than 1000. The decrease of samples with 
depth is more gradual in Moree. However, after 55 m depth a sudden 
reduction in samples is observed (from 746 boreholes to only 122), 
mainly due to reaching the bottom of the alluvial productive aquifer 
(several drilling logs describe shale and sandstone sedimentary rocks 
between 55 and 65 m depth), which leads to a sudden drop in the 
interpolation performance. 

Accuracies fluctuate with depth due to the 2.5D interpolation scheme 
applied to a one m interval. Even though a very general trend may be 
detected suggesting that the interpolation of shallow lithologies leads to 
a better performance, this does not relate clearly with the number of 
training samples. Thus, while at shallow depths there is a slight per-
formance increase, this is followed by a steady decrease with depth in 
Coleambally, which relates to the peak in the number of training 

samples (Fig. 12). A completely different picture emerges in Moree, 
where surface lithologies have high accuracies, which diminish rapidly 
with depth. A Pearson correlation test was used to assess the relation-
ship, indicating that both AOIs had a positive correlation between ac-
curacies and the number of training and validation samples (0.38 < r <
0.51, p-values < 0.05). Therefore, the number of samples affects the 
performance of the interpolator, which must be considered prior to 
building of geologic models. However, as the relationships were not 
strong, other factors affecting the performance must be taken into ac-
count, such as the geologic complexity. 

Overall, there was little difference between the two interpolation 
methods for each AOI (Fig. 12). 

The voxel maps of the lithologies in the Moree study area based on 
the two different interpolation methods are in Fig. 13. While the flexi-
bility of the nearest neighbour interpolation means the interpolation can 
go beyond the training points in the map, the results in Fig. 13 were 
masked based on a convex hull border, to make comparison of the results 
of both interpolation methods easier. This might reduce the uncertainty 
of the results outside the training samples in the interpolation area. 

The lithologies at Moree are mostly sequences of sediments that 
alternate between fine and coarse grain sizes, except for the northeast of 
the AOI. Here sedimentary sequences can be observed in depth that 
include conglomerates and sandstones. In the area, the Mehi and the 
Gwydir Rivers dominate the developed alluvial landscape and lead to 
Cenozoic alluvial deposits, which form the Lower Gwydir alluvium, 
mainly comprised by clay, silt, sand and gravel (NSW Department of 
Industry, 2018). This presents two alluvial formations, known as the 
Narrabri formation (shallower and composed of medium-coarse grained 
sediments) and the Gunnedah formation (deeper and composed by 
coarse grained sediments), which contain the two main alluvial aquifers 
(Welsh et al., 2014). These are overlain by soils and fine grained sedi-
ments, yet coarse sediments are found at shallow depths in the middle of 
the AOI, where the rivers are located (Fig. 9). Lamontagne et al. (2011), 
studying the interconnection of the surface and groundwater systems in 
the region, generated some geologic cross sections that show the het-
erogeneity between fine and coarse sediment layers characterising the 
alluvium in the area. This hydrogeologic setting can be distinguished in 
Fig. 13, where soil and fine sediments can be found overlying deeper 
sediments/strata. Additionally, both alluvial formations and the het-
erogeneity in the distribution of sediments can be easily recognised. On 
the north eastern and southern extremes of the AOI, surface colluvial 
sediments are found (Geoscience Australia, 2012). The depth of the al-
luvium tends to increase to the west. 

In the Coleambally AOI sediments are deeper and dominated by fine- 
medium grain sizes in the lithology, with some patches of coarse grained 
sediments at depth (Fig. 14). According to Prathapar et al. (1997), the 
alluvial deposits in the area range in thickness between 100 and 200 m, 
which can be observed in the generated maps. In the northern area a 
strip of surface coarse sediments can be found, which follows the main 
course of the Murrumbidgee River (Fig. 9). This agrees with a strip of 
alluvial sediments surrounding the main channel within dominant 
Cenozoic alluvial clays mapped in the Groundwater Geofabric product 
(Bureau of Meteorology, 2012). This surface strip of coarse sediments 
might correspond to point bar deposits associated with the meandering 
river system (Nanson and Page, 1983). With depth, layers and lenses of 
coarse sediments indicate where palaeochannels occur (Page et al., 
1996). These paleochannels act as shallow aquifers in the region (Pra-
thapar et al., 1997). The dominant surface lithologies are part of the 
Shepparton Formation which forms extensive alluvial floodplains. This 
Formation is described as unconsolidated to poorly consolidated fine 
sediments, including clay or silty clay grain sizes, having lenses of pol-
ymictic sand and gravel (Geoscience Australia, 2012). The deepest 
extensive coarse sediment layers that can be observed in Fig. 14 repre-
sent the Calivil Formation, which is the most transmissive strata in the 
region, and therefore it has been highly exploited for irrigation purposes 
(Page, 1994). 

Fig. 10. Training size and its effect on the classification accuracies for the 
training and validation datasets and on the classifier training time. 
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3.4. Uncertainty of 3D models 

Clearly, the uncertainty for the Moree AOI (Fig. 15) increases for 
small lithological patches surrounded by dominant lithological classes, 
indicating that the interpolation alternatives do not perfectly match the 
actual terrain distribution of rocks and sediments. In the case of un-
certainties obtained through triangulation, the boundary between li-
thologies tends to indicate high uncertainty values. The overall 
uncertainties using both interpolation alternatives are relatively low. 
The mean CI value for the NN interpolation was 0.095 while it was 0.275 
using the triangulation. Mean entropies were 0.052 and 0.093 using the 
NN interpolation and the triangulation, respectively. Additionally, a 
two-sample Kolmogorov-Smirnov test indicated that the NN 

interpolation (Fig. 15 above) has significantly lower uncertainties (for 
both CI and entropies) than the triangulation (p-value < 0.05; Fig. 15 
below). 

The uncertainty of the Coleambally lithological maps is in Fig. 16. 
Again, uncertainty values are mostly low. However, some small patches 
of higher uncertainty can be observed. Again the NN interpolation 
(Fig. 16 above) has significantly lower uncertainties (p-value < 0.05; 
mean CI of 0.069 and mean entropy of 0.037) than the triangulation 
(mean CI of 0.248 and mean entropy of 0.093; Fig. 16 below), yet in both 
cases the uncertainties are lower than in the Moree AOI. 

The distribution of the mean confusion index (CI) also fluctuates 
with depth (Fig. S1 and Fig. S2, supplement). A moderate negative 
correlation (� 0.44 � r � � 0.55; p-values < 0.05) was found between CIs 
and triangulation accuracies in depth for both AOIs, which means that 
the ambiguity of embeddings also affects the interpolation performance. 

4. Discussion 

There are limited studies applying text mining techniques to geo-
sciences (Padarian and Fuentes, 2019). For example, Pollock et al. 
(2012) used regular expressions and geospatial data to map lithological 
features by using the interpolation of match scores (from the regular 
expressions). However, this had several limitations, such as a small area 
of application, the use of only three different lithologies, and the lack of 
automation in the methodology. 

In this study, we move a step further in the use of text mining to 
address geosciences problems. By combining NLP (with the simplest 
conversion from word embeddings to sentence embeddings), a super-
vised classification method (MLP neural network) and the simplest of 

Fig. 11. Mean normalised Shannon entropy per lithological class (left panel) and the percentage of each lithological class (right panel) in the different study areas.  

Table 4 
Mean performance metrics at Moree up to 60 m depth, and in Coleambally up to 
80 m depth.  

AOI Interpolation Accuracy F1 Balanced 
accuracy 

Moree NN training 0.984 0.970 0.970 
NN validation 0.600 0.415 0.487 
Triangulation training 0.964 0.922 0.954 
Triangulation 
validation 

0.600 0.446 0.494 

Coleambally NN training 0.988 0.984 0.987 
NN validation 0.720 0.569 0.579 
Triangulation training 0.961 0.659 0.954 
Triangulation 
validation 

0.705 0.564 0.571  
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interpolation techniques (a triangulation of embeddings) we were able 
to build 3D lithological maps from borehole descriptions, and assess 
prediction uncertainties. Even though NLP might indicate areas with 
geologic structures due to the distribution and location of associated 
lithologies, these should be complemented with the detection of surface 
geological lineaments and other machine learning algorithms that could 
capture lithological patterns associated with these. However, this is an 
area for future research. 

The use of word embeddings led to very accurate results in the 
classification step compared with a semi-manual classification. How-
ever, since the description embeddings are built up based on a speci-
alised lexicon, other alternatives rather than a simple averaging of 
words embeddings, such as sequential denoising autoencoders or neural 
networks with complex architectures (LSTM) might lead to an 
improvement of the classification (Wieting et al., 2015). 

Overall, the results obtained were comparable with those derived 
using a semi-manual expert criteria classification, and even slightly 
better for the interpolation results in Moree, and is therefore suggested 

to be useful for such applications. Another advantage of the automated 
method is in the performance of the classification step. Even a small 
dataset (�50,000 samples; Fig. 10) leads to relatively good performance. 

Even though the current implementation is not fully automated, it 
can be considered as a first step in the automation of these tasks, and a 
first step demonstrating the applicability of NLP to the geosciences. For a 
full automation, unsupervised classification alternatives will need to be 
coupled to NLP. This is currently part of our ongoing research. 

Most geological studies that address three dimensional modelling 
using borehole and other data sources do not provide an evaluation of 
accuracies, but generally assume a good performance (Kaufmann and 
Martin, 2008; Kessler et al., 2009; Høyer et al., 2015). For instance, 
Gallerini and Donatis (2009) did not carry out an evaluation of their 
model performance arguing that fluvial environments present heavy 
facies variations, and therefore, used the entire dataset in the model. 
Even though this argument seems reasonable, this precludes evaluation 
of the performance of the final model. However, in some studies that do 
present performance metrics (Falivene et al., 2007; He et al., 2010; 

Fig. 12. Interpolation accuracies in depth (left) and number of points used in the interpolation (right).  

Fig. 13. Moree 3D lithological maps obtained using a NN interpolation (left) and a triangulation of embeddings (right).  
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Hengl et al., 2014), 3D models usually have limitations due to the 
moderate performance of interpolation techniques in the 3D space. As 
pointed out by Kumar et al. (2000), the interpolation between boreholes 
is a hard task for humans and leads to only moderate reliability. 

This study indicates acceptable quantitative results for the presented 
3D lithological models at the regional scale, taking into account the 
results obtained by Falivene et al. (2007) at the local scale. Additionally, 
these coincide qualitatively with the geological expert knowledge 
gained from the studied regions (Prathapar et al., 1997; Geoscience 

Australia, 2012; Welsh et al., 2014). These results may be useful for 
groundwater modelling at the regional scale, considering that the 
methodology used provides uncertainty estimations which may be used 
and propagated in the models, and may also guide future geo-
logical/geophysical explorations. 

The 2.5D modelling scheme used precludes inclusion of vertical in-
formation in the interpolation though. An interpolation in a 3D space 
does not necessarily lead to better results (Wu et al., 2005), which may 
be related to the variance of the data (Sahlin et al., 2014), and the type of 

Fig. 14. Coleambally 3D lithological maps obtained using a NN interpolation (left) and a triangulation of embeddings (right).  

Fig. 15. Uncertainty mapping for the Moree AOI using the NN interpolation (above) and the triangulation of embeddings (below). Entropy scales were normalised to 
the range of values obtained. 
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lithological classes. Abrupt transitions between different sed-
iments/facies can be accurately captured by the use of 2.5D schemes, 
while smooth transitions might be better represented using 3D schemes. 
In this case, the 2.5D scheme led to slight fluctuations in the interpo-
lation performance in depth, which depended moderately on the num-
ber of samples and the ambiguity of embeddings, and possibly on the 
geological complexity. Since traditional interpolation methods show a 
moderate performance when working on 3D arrays (Zhou et al., 2005; 
Sahlin et al., 2014; Hengl et al., 2014), this opens the door for the use of 
machine learning techniques to address these tasks. 

Uncertainty is usually discussed in different 3D geologic modelling 
studies; however, most of them avoid its quantification (Wu et al., 2005; 
Gallerini and Donatis, 2009; Zhu et al., 2012). Even though both 
methodologies produce 3D models that are not a perfect representation 
of reality (Table 4), only a proper uncertainty analysis is possible to 
identify where the performance of models is unsatisfactory (Lindsay 
et al., 2012). The 3D lithological models derived from word embeddings 
show a higher uncertainty than the models obtained from the 
semi-manual classification and the NN interpolation. This is because the 
uncertainty in the semi-manual classification cannot be estimated. 
Therefore, even though the word embeddings lead to higher un-
certainties in the lithological models, these estimates must be inter-
preted as more realistic, since they correspond to the propagation of 
uncertainties in the classification and interpolation stages (Jones et al., 
2004). Thus, the proposed thorough evaluation and mapping of uncer-
tainty can be used to guide future explorations to collect additional data 
for more accurate results, which is a clear advantage of using word 
embeddings. 

While several geologic software packages have been developed to 
build 3D models (RockWareⓇ, LeapfrogⓇ, Georeka, GSI3D), most of 
them have a high economic cost. In this case, using open source modules 

implemented in Python allowed the development of 3D lithological 
maps using voxels, capturing the lithological setting of large areas. 

Different applications can be found for the resulting 3D lithological 
models. They can be included as input in more complex geological 
models, and these can also be used in hydrogeological modelling, ore 
prospecting, territorial ordering and environmental studies, indicating 
valuable data synthesis for the geosciences field. 

5. Conclusions 

Applying NLP is useful for geoscience applications. By integrating 
NLP, machine learning algorithms and spatial interpolation techniques, 
lithological 3D maps could be obtained. NLP and machine learning can 
automate 3D geological mapping from text input bore descriptions, 
which might be further explored using unsupervised classification al-
gorithms. This allows the otherwise qualitative and manually inter-
preted data to be applied quantitatively, opening a new information 
source for geoscience applications. 

Firstly, the classification of lithological description embeddings 
through MLP neural networks is very accurate and just a small fraction 
of samples used for training the classifier results in high accuracy. Sec-
ondly, NLP allows for an uncertainty quantification in the different 
stages of the 3D model generation. Simple interpolation techniques 
using a 2.5D approach give an acceptable performance, demonstrating 
that the triangulation of embeddings and their subsequent classification 
gives equivalent results, and in some cases even slightly better, than by 
using a NN interpolation of lithological classes obtained manually. 

The 3D lithological models generated using voxels through Python 
public libraries correspond to reasonable representations of complex 
lithological settings in relatively large areas, which can be further 
improved using uncertainty maps. 

Fig. 16. Uncertainty mapping for the Coleambally AOI using a NN interpolation (above) and a triangulation of embeddings (below).  
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Code and data availability 

Code associated to the GeoVec model used will be available at https: 
//github.com/spadarian/GeoVec 

The original dataset used corresponds to the Australian Groundwater 
Explorer of the Bureau of Meteorology, which is publicly available at 
http://www.bom.gov.au/water/groundwater/ 

The code that applies the GeoVec model to the dataset will be 
available at https://github.com/IFuentesSR/GeoVectoLitho 
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