
Introduction

Determining the environmental risk associated with
groundwater pollution is a common research question.
This usually involves investigating whether the polluted
groundwater can reach drinking water wells, rivers,
houses, ecologically vulnerable zones or fauna and flora
(Calow 1998). Computer models are commonly used to
make such predictions regarding groundwater flow and
contaminant concentrations. Lack of input data and
heterogeneity of the model parameters, however, causes
uncertainties associated with the results of those models.
The uncertainty associated with predictions is often
overlooked, despite the fact that an assessment of such

uncertainty may be critical (Levy et al. 1998), especially
in situations with relatively scarce data.

Several techniques are available to deal with model
and parameter uncertainties. A common probabilistic
approach for assessing uncertainty is Monte Carlo
simulation (Asante-Duah 1998). This technique consists
of randomly choosing input values from input proba-
bility distributions and calculating the output for each
realization. Repeated runs provide a distribution of the
outcome. Although Monte Carlo simulation is robust
and asymptotically convergent, it lacks computational
efficiency. Moreover, probability functions of each
model parameter are required and this may be an
important disadvantage in situations with scarce input
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data. Monte Carlo simulation is often combined with a
geostatistical approach. Geostatistics, however, require
extensive datasets to properly describe the spatial vari-
ability of each parameter and such databases are
unfortunately not always available in real case studies.
Fuzzy number-based methods (e.g. Dou et al. 1995) and
first- and second-order reliability methods (e.g. Ünlü
et al. 1995) are apt alternatives to Monte Carlo simu-
lation, but these methods are usually not commonly
known among most practitioners. A fast and straight-
forward approach to deal with uncertainty is sensitivity
analysis and/or a worst-case scenario analysis. Sensitiv-
ity analysis examines the relative change or response of
output variables caused by variation of the input vari-
ables and parameters. It is a technique that tests the
sensitivity of an output variable to the possible variation
in the input variables of a given model. Performance of
sensitivity analysis requires data on the range of values
for each relevant model parameter (Asante-Duah 1998).
In a worst-case scenario analysis, each model variable
and parameter is given the worst possible value, which
results in the most unfavorable model outcome with
respect to the particular purpose of the model. Perfor-
mance of this technique only requires an idea of the
worst possible case values.

In this paper, a risk assessment approach based on
sensitivity analysis and a worst-case scenario analysis is
applied. The study area is Mátészalka, a city with a
population of 25,400. It is located in eastern Hungary,
near the border of Romania and Ukraine (Fig. 1).
Mátészalka lies along the Kraszna River, a small river
that discharges into the Tisza River, which flows into the
Danube. Mátészalka encloses several known possible
groundwater pollution sources (Fig. 2). The first
groundwater pollution source in the area is the municipal
waste disposal site. This landfill has a volume of
800,000 m3. It has no appropriate lining system and the

groundwater level reaches the bottom of the waste during
wet periods (Nauner 2000). The second groundwater
pollution source is the former sewage oxidation pond.
From 1971 to 1997, the sewage of the city was disposed
off in this pond for the purpose of aeration (Nauner
2000). Now, this pond is covered with soil and plants but
large volumes of sewage sludge are probably still present
in the subsoil. The third groundwater pollution source is
the sewage treatment plant where sewage undergoes
preliminary and primary treatment. Preliminary treat-
ment involves removal of solids like wood, paper, rags
and plastic by screens. Primary treatment consists of the
separation of the remaining solids from the liquid by
passing the sewage through large settlement tanks, where
most of the solid material sinks to the bottom. About
70% of solids settle down at this stage and are referred to
as sludge. Altogether 10,000 m3 of this sludge is stored at
the site (Nauner 2000). Houses that are not connected to
the sewage treatment system are the fourth groundwater
pollution source. In the year 2000, more than 20% of the
houses of the area were not connected to this system
(Nauner 2000). The cesspits are not covered with con-
crete, so that the sewage can easily reach the ground-
water, particularly because of the high groundwater
level. Industrial activities are the fifth groundwater pol-
lution source. The main question to be answered is
whether these contamination sources threaten nearby
drinking water wells, which are screened at a depth of
approximately 200–260 m in a very permeable aquifer
consisting of coarse-grained sand and gravel. This study
was complicated by limited data availability.

Geology

Mátészalka is situated in the Great Hungarian Plain,
which is part of the Pannonian intermountain basin. The

Fig. 1 Map of Hungary
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Pannonian basin is a topographically low region, about
400 km from north to south and 600 km from west to
east. In the region under study, the Pleistocene sedi-
ments have a thickness of approximately 260 m. The
Lower Pleistocene has a thickness of approximately
110 m, the Middle Pleistocene has a thickness of 90 m
and the Upper Pleistocene is about 60 m thick. The
Lower Pleistocene is an aquifer system with coarse-
grained layers on a regional scale. The sediments are
alluvial deposits consisting mainly of gravel and coarse
sand. The Lower Pleistocene is the most permeable se-
quence of the area and is, therefore, the most important
aquifer for local drinking water production. The Middle
Pleistocene has a totally different nature when compared
to the Lower Pleistocene. It is made up of silt and silty

clay aquitards of low permeability. These deposits are
both alluvial and lacustrine sediments. The Upper
Pleistocene is composed of medium- to fine-grained sand
and silt. These alluvial sand deposits are aquifers, but
with a lower permeability than the Lower Pleistocene.
The underlying clayey Pliocene is considered as an
aquitard and serves as an impermeable bottom bound-
ary in the groundwater flow and transport models.

The geometry of the different geological layers was
assessed by borehole data from 23 wells (Fig. 3). The
complex geology was simplified by dividing the Pleisto-
cene into six hydrostratigraphical units (Table 1). Layer
1 is a heterogeneous aquifer which consists of many thin
layers of sand, silt and clay. This layer is quite permeable,
as is confirmed by the numerous well filters that are
present in this layer. Layers 2 and 4 consist mainly of clay
and sandy clay layers and are therefore, the least per-
meable units. No wells are screened in these layers, which
act as semi-confining units. Layer 3 is a continuous sand
layer that occurs in every well log. This last layer is used
for water extraction by a few wells. Layers 5 and 6 are the
best aquifers or the units with the highest hydraulic
conductivity. All the drinking water, extracted by the
local water company, is extracted from these two layers.

Groundwater flow model

The differential equations describing groundwater flow
are solved by MODFLOW (McDonald and Harbaugh
1988), a block-centered finite-difference method based
software package.

Boundary conditions

The hydrogeological model is a local model of
9 km · 10 km · 260 m. The top of the Pliocene clay
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deposits represents the impermeable bottom of the
model due to the low permeability of this unit.
Prescribed piezometric head conditions are applied at
the boundaries of the permeable layers 1, 3, 5 and 6.
The piezometric heads at the boundaries are deduced
from nearby piezometers and regional and local pie-
zometric maps and profiles. The vertical boundaries of
layers 2 and 4 are zero flux boundaries. These layers
consist primarily of clay and, therefore, groundwater
flow is insignificant relative to the other layers and
primarily in the vertical direction. Therefore, the
horizontal flux across the vertical boundaries of these
clayey layers is assumed to be zero. The model is
bordered in the east by a river. This river has a slope of
13 cm/km and a width of 10–20 m. The river bottom
sediments have a thickness of approximately 0.7 m and
a hydraulic conductivity of about 10)6 m/s. Specified
river levels are assigned along the river based on
interpolation of nearby river stage measurements.
Groundwater abstractions in the well field are entered
in the model based on monthly abstraction data. There
are 15 abstraction wells with a total capacity of
15,000 m3/day. An estimation of the recharge of the
aquifer of 30 mm/year is found by applying
Thorntwaite’s method (1948).

Grid

A six-layered grid of 104 rows and 112 columns is con-
structed. The dimensions of a basic cell are 100·100 m2.
The grid is gradually refined to cells with a dimension of
50 by 50 m near the pumping wells. The dimensions of
the cells do not exceed 1.5 times the dimensions of their
neighboring cells. For numerical reasons, the length–
width ratio of a cell does not exceed 10.

Hydraulic conductivity

Hydraulic conductivity values for the different layers of
the study area are derived from pumping tests, discharge
versus drawdown data and grain size distributions. The
pumping tests are recovery tests analyzed with Theis and
Jacob’s recovery equation for confined aquifers (Kru-
seman et al. 1991). Twelve recovery tests were carried
out in layer 1, three tests in layer 5 and eleven tests in
layer 6. Discharge versus drawdown data were analyzed
using the Thiem–Dupuit equation for steady-state flow
(Kruseman et al. 1991). Thirteen analyses were carried
out for layer 1, one for layer 3, one for layer 5 and 22 for
layer 6. Grain size distributions of six samples of layer 6
were available. They were analyzed with the Beyer for-
mula and the Zamarin formula (Kasenow 2002), two
empirical methods to relate grain size to hydraulic con-
ductivity. No hydraulic conductivity measurement was
carried out in layers 2 and 4. Hydraulic conductivity
values for these layers are, therefore, taken from a pre-
vious groundwater study in the study area.

Average values of all hydraulic conductivity mea-
surements were calculated for each layer. In horizontally
layered sediments, horizontal hydraulic conductivity is
larger than vertical hydraulic conductivity. Therefore, it
is assumed that the ratio of Kh to Kv equals 10 (Table 2).
Layers 5 and 6 are clearly the most permeable aquifers
of the Pleistocene. Layers 2 and 4 are the least permeable
layers. They form a natural barrier for downward
groundwater flow. These average hydraulic conductivity
values will be used as a first estimation of the hydraulic
conductivity of each layer and will be optimized during
the calibration of the ground water flow model.

Calibration

Measured groundwater levels from 32 piezometers—17
in the Upper Pleistocene (layer1) and 15 in the Lower
Pleistocene (layer 6)—are available for calibration. The
model is calibrated in steady-state conditions. Hydraulic
conductivity and recharge were first changed by ‘trial
and error’ calibration and then again by automatic cal-
ibration using PEST.

Figure 4 shows the calculated versus observed pie-
zometric heads for layers 1 and 6 before calibration. For
layer 1, the dots are quite symmetrically distributed
around the bisector. The absolute mean error is 1.16 m.
In layer 6, the calculated piezometric head is larger than
the measured piezometric head for all measuring points
except one. The absolute mean error of this layer is
0.95 m.

Figure 5 shows the calculated versus observed pie-
zometric heads for layer 1 and 6 after trial and error
calibration. The mean absolute error of layer 6 dimin-
ished from 0.95 to 0.39 m. The dots are now much better

Table 1 Description of the 6 hydrostratigraphical units of the
Pleistocene

Average
thickness
(m)

Description

Layer 1 65 Thin layers of sand,
silt and clay

Upper
Pleistocene

Layer 2 25 Clay or clayey sand
with thin sand layers

Middle
Pleistocene

Layer 3 7 Sand
Layer 4 40 Clay or clayey sand

with thin sand layers
Layer 5 20 Heterogeneous unit

consisting of coarse sand
and gravel layers alternating
with clay layers

Lower
Pleistocene

Layer 6 100 Thick coarse sand and
gravel layers alternating
with thin clay layers
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centered around the bisector than before calibration.
Layer 1 is divided into four different zones with different
hydraulic conductivities based on the geological well
logs (Fig. 6). The absolute mean error of layer 1 has
decreased from 1.16 to 0.70 m. The parameter that
changed the most is hydraulic conductivity of layer 6
(Table 3). The horizontal conductivity of layer 6 was
divided by 4; the vertical hydraulic conductivity was
divided by 36. As a result, the ratio of Kh/Kv of layer 6
no longer equals 10 but 90. This large Kh/Kv ratio can be

interpreted considering the geologic buildup of this
layer. This layer consists of thick coarse sand to gravel
layers divided by thin clay layers. The thick gravel layers
result in a high horizontal hydraulic conductivity,
whereas the thin clay layers lower the vertical hydraulic
conductivity. Calibration also resulted in choosing lower
hydraulic conductivities for the two clayey layers, layer 2
and layer 4. The hydraulic conductivities of these layers
were divided by 1.5. Figures 7 and 8 show the piezo-
metric maps of layer 1 and 6 after calibration.

The automatic calibration is executed by PEST,
which is a parameter estimation routine. PEST mini-
mizes the sum of the squared residuals, using the Gauss–
Marquardt–Levenberg algorithm. Two restrictions are
imposed. The first restriction is that in every layer the
hydraulic conductivity in the x-direction has to stay the
same as the hydraulic conductivity in the y-direction. In
other words, the hydraulic conductivity is the same in
every horizontal direction. The second restriction is that
a minimum and a maximum value of each parameter are
chosen. The lower bound is the initial value divided by
10, the upper bound is the initial value multiplied by 10.
Table 4 shows the parameters after automatic calibra-

Table 2 Average measured values of the hydraulic conductivities
of each layer

Layer Horizontal
hydraulic
conductivity
Kh (m/s)

Vertical
hydraulic
conductivity
Kv (m/s)

1 5.8·10)5 5.8·10)6

2 1.3·10)7 1.3·10)8

3 1.3·10)5 1.3·10)6

4 1.3·10)7 1.3·10)8

5 7.0·10)4 7.0·10)5

6 3.7·10)4 3.7·10)5

Fig. 4 Calculated versus ob-
served heads of layers 1 and 6
before calibration

Fig. 5 Calculated versus ob-
served heads of layers 1 and 6
after calibration
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tion with PEST. In this study, the automatic parameter
estimation procedure results in the same mean absolute
errors as the trial-and-error calibration. Automatic cal-
ibration does not succeed in lowering these errors and,
therefore, the results from the trial-and-error calibration
are used in further analysis.

Results

The calculated piezometric east–west profile (Fig. 9)
shows that in layer 1, on the west side of the river, the
groundwater flows into the river. On the east side of the
river, there is no considerable groundwater flow. It
should be noticed that for computational reasons, the
modeled depth of the Kraszna River is larger than ob-
served in situ. If the modeled depth of the river had been
smaller, the pollutant fluxes could have been oriented
toward the Kraszna River in the upward direction and
some pollutants might escape and flow below the bottom
of the river. Between layers 1 and layers 5 and 6, there is
a limited downward vertical groundwater flow. In layer
6, the pumping wells play an important role in the
groundwater flow.

A steady-state water balance is calculated using the
Zone Budget module of Modflow. The calculated
steady-state water balance (Fig. 10) provides an

understanding of the interaction between different
layers of the area, the river, infiltration, pumping wells
and fluxes at the boundaries. The water balance error
is less than 1%. In layer 1, the water input comes
mainly from fluxes across side boundaries. Infiltration
also provides 17% of the water input into layer 1. The
river is responsible for the largest water output. Other
water outputs are fluxes across side boundaries and a
flux of 8,208 m3/day from layer 1 to layer 2. Layer 2
is a clayey layer with no flux side boundaries. The
vertical flux coming from layer 1 passes entirely into
layer 3. Layer 3 is a thin sand layer through which
almost the entire flux coming from layer 2 flows into
layer 4. There is only a small difference between the
water input across side boundaries and the water
output across side boundaries. Layer 4 is again a
clayey layer with no flux side boundaries. The vertical
flux coming from layer 3 goes entirely to layer 5. The
water inputs of layer 5 are fluxes across side bound-
aries and the vertical flux coming from layer 4. The
main outputs are fluxes across side boundaries and a
vertical flux toward layer 6. The pumping wells of
layer 5 are also responsible for a small water output.
Layer 6 has a water input of 4,218 m3/day coming
from fluxes across side boundaries and a water input
of 5,252 m3/day coming from layer 5. The most
important water outputs are the pumping wells,
extracting 6,181 m3/day. This means that a part of the
water extracted in the pumping wells has to come
from downward vertical fluxes. The influx across the
side boundaries alone cannot provide 6,181 m3/day.

Fig. 6 Division of layer 1 into four zones with different K-values

Table 3 Parameter values before and after trial-and-error cali-
bration

Initial parameter
value

Parameter value
after calibration

Kh1 5.8·10)5 m/s Zone 1: 1.5·10)4 m/s
Zone 2: 2.0·10)5 m/s
Zone 3: 8.0·10)5 m/s
Zone 4: 1.5·10)5 m/s

Kv1 5.8·10)6 m/s Zone 1: 1.5·10)5 m/s
Zone 2: 2.0·10)6 m/s
Zone 3: 8.0·10)6 m/s
Zone 4: 1.5·10)6 m/s

Kh2 1.3·10)7 m/s 9.0·10)8 m/s
Kv2 1.3·10)8 m/s 9.0·10)9 m/s
Kh3 1.3·10)5 m/s 1.3·10)5 m/s
Kv3 1.3·10)6 m/s 1.3·10)6 m/s
Kh4 1.3·10)7 m/s 9.0·10)8 m/s
Kv4 1.3·10)8 m/s 9.0·10)9 m/s
Kh5 7.0·10)4 m/s 7.0·10)4 m/s
Kv5 7.0·10)5 m/s 7.0·10)5 m/s
Kh6 3.7·10)4 m/s 9.0·10)5 m/s
Kv6 3.7·10)5 m/s 1.0·10)6 m/s
Effective infiltration 30 mm/year 25 mm/year
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Transport simulation

Simulation of transport in the studied region is carried
out using two different approaches: forward particle
tracking using MODPATH (Pollock 1994) and trans-
port simulation using MT3D (Zheng and Wang 1999)
including transport by advection and dispersion.
Transport by diffusion is not taken into account since it
can be neglected in high-permeability environments
(Garges and Baehr 1998). Since no information about
the retardation factor of different pollutants is available,
it is assumed that the retardation factor is 1, which is a
safe assumption.

Boundary conditions

At the boundaries of the transport model, the concentra-
tion gradient, and hence the dispersive flux, is assumed
zero. In the three main pollution sources, i.e. the municipal
waste disposal site, the sewage oxidation pond and the
sewage treatment plant, no information about the con-
centrations of the different pollutants is available. There-
fore, a constant arbitrary concentration of 1,000 is applied.

Transport parameters

The main input properties of the layers are the
effective porosity and the longitudinal and transverse

Fig. 7 Calculated piezometric
map of layer 1 after calibration
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dispersivities. The effective porosity is set to a uniform
value of 0.10, based on former studies and literature
values in similar conditions (Anderson and Woesner
1992). Determination of the values of the dispersivities
is somewhat more complex. Values of dispersivity are
dependent on the scale of testing or observation
(Zheng and Bennett 1995). The scales or cell dimen-
sions used in this transport model are 50 and 100 m.
For a cell dimension of 50 m, the longitudinal dis-
persivity according to Gelhar et al. (1992) is approx-
imately 0.3 m, for a cell dimension of 100 m the
longitudinal dispersivity is approximately 5 m. As
simplification, a longitudinal dispersivity of 5 m is
adjudged to the whole area. As a rule of thumb, and
in the absence of site-specific data, horizontal trans-

verse dispersivity can be taken about one order of
magnitude smaller than longitudinal dispersivity, while
vertical transverse dispersivity can be taken about two
orders of magnitude smaller (Zheng and Bennett
1995). For this transport model this means that the
horizontal transverse dispersivity is 0.5 m, while the
vertical transverse dispersivity is 0.05 m.

Results

Figure 11 shows a map with computedMODPATH path
lines 10 years after particle release. Figure 12 shows an
east–west profile with computed MODPATH path lines
18 years after particle release. The particles do not seem

Fig. 8 Calculated piezometric
map of layer 6 after calibration
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to migrate to large depths, but travel nearly horizontally
to the river. The deepest simulated particle reached a
depth of only 11 m. According to these computations,
the first particles that reach the river are particles coming
from the sewage treatment plant. They reach the river

after 10 years. The last particles that reach the river are
particles coming from the municipal waste disposal site.
They need 18 years to reach the river. The particles do
not end up in the deep wells and do not seem to con-
taminate the drinking water. Since the pathlines (Fig. 11)

Table 4 PEST results

Layer Zone Parameter Parameter value
after trial-and-error
calibration (m/s)

Parameter value
after automatic
calibration (m/s)

Trial-and-error/
automatic

Kh/Kv after
automatic
calibration

1 1 Kh 1.5·10)4 1.03·10)4 1.5 10
Kv 1.5·10)5 1.06·10)5 1.4

2 Kh 2·10)5 1.41·10)5 1.4 6
Kv 2·10)6 2.23·10)6 0.9

3 Kh 8·10)5 2.92·10)5 2.7 2
Kv 8·10)6 1.50·10)5 0.5

4 Kh 1.5·10)5 6.38·10)6 2.4 36
Kv 1.5·10)6 1.79·10)7 8.4

2 Kh 9·10)8 1.23·10)7 0.7 1
Kv 9·10)9 9.00·10)8 0.1

3 Kh 1.32·10)5 3.06·10)6 4.3 5
Kv 1.32·10)6 6.73·10)7 2.0

4 Kh 9·10)8 8.85·10)8 1.0 7
Kv 9·10)9 1.29·10)8 0.7

5 Kh 6.98·10)4 6.54·10)4 1.1 8
Kv 6.98·10)5 8.27·10)5 0.8

6 Kh 9·10)5 6.54·10)5 1.4 112

Layer 1

Layer 2

Layer 3

Layer 4

Layer 5

Layer 6

Fig. 9 Calculated piezometric
W–E profile. Vertical exaggera-
tion=30. Maximum veloc-
ity=4.7·10)6 m/s=40.6 cm/
day
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are not interfering, the idea of a constant arbitrary con-
centration applied in the location of the pollutant sour-
ces, even though not true, is acceptable.

MT3D transport modeling shows that contaminants
from the sewage treatment plant could reach the river
after approximately 8 years. Contaminants coming from
the sewage oxidation pond reach the river after about
9 years and contaminants coming from the municipal
landfill reach the river after approximately 13 years.
Concentrations at depths of 5, 15, 25 and 35 m below
the main pollution sources were also calculated. The
concentrations at a depth of 15 m below the main pol-
lution sources are already several times smaller than the
concentration at a depth of 5 m and the concentrations
at a depth of 25 and 35 m are negligibly small. The
transport model thus confirms the results of forward
particle tracking. At this stage of the investigation on the
basis of the available data, it seems that the pollutants
do not reach considerable depths and that the drinking
water production wells of the Lower Pleistocene are,
therefore, not threatened by these pollution sources.

Sensitivity analysis

In this study, several simplifications and assumptions
about boundary conditions and parameter values were

made because of limited data availability. This has, of
course, consequences for the accuracy of the results and
for the reliability of the main conclusion that the pol-
lutants are no threat to drinking water wells. To check
whether this conclusion holds true with somewhat dif-
ferent boundary conditions and parameter values, a
sensitivity analysis as well as a worst-case scenario
analysis is carried out.

First, the effects of boundary conditions, hydraulic
conductivities, river parameters and infiltration on the
downward vertical water fluxes from layer 1 to 2 and
from layer 5 to 6 are examined. The vertical ground-
water flow between the different layers probably plays
an important role in the possible migration of dissolved
contaminants to the Lower Pleistocene layers. The sen-
sitivity to boundary conditions is shown in Fig. 13. The
water flux from layer 1 to layer 2 is very sensitive to all
boundary conditions, especially those of layer 1, 5 and 6.
Increasing the specified heads of layer 1 by 2 m results in
a 24% increase of the water flux from layers 1 to 2.
Increasing the specified heads of layers 5 and 6 by 2 m
causes a 24% decrease of this groundwater flux. The
water flux from layers 5 to 6 is dependent on the
boundary conditions of layer 5 and 6. Lowering the
specified heads at the boundaries of layers 5 and 6 by
2 m causes a 11% increase of the groundwater flux from
layers 5 to 6. Increasing the boundary conditions of
layers 5 and 6 by 2 m causes a decrease of 19% of this
groundwater flux. The sensitivities of the vertical fluxes
to hydraulic conductivity, conductance and infiltration
are shown in Fig. 14. Both water fluxes are affected the
most by changes in K2 and K4, the hydraulic conduc-
tivities of the clayey layers. Multiplying K2 by 10 in-
creases the water flux from layers 1 to 2 by 135%,
multiplying K4 by 10 increases the water flux from layers
5 to 6 by 61%.

Secondly, the sensitivities of computed travel times
and concentrations to hydraulic conductivity of layer 1,
effective porosity and dispersivity are examined. The
following abbreviations are used:

t1 travel time to the river of contaminants coming from
the sewage treatment plant
t2 travel time to the river of contaminants coming from
the sewage oxidation pond
t3 travel time to the river of contaminants coming from
the municipal landfill
c1 contaminant concentration at a depth of 15 m below
the sewage treatment plant
c2 contaminant concentration at a depth of 15 m below
the sewage oxidation pond
c3 contaminant concentration at a depth of 15 m below
the municipal landfill.Figure 15 shows the main results of
these calculations. The travel times to the river decrease by
increasing hydraulic conductivity, by decreasing effective
porosity and by increasing dispersivity. Larger hydraulic

Fig. 10 Calculated water balance of the study area (m3/day)
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conductivity values result in lower solute concentrations
below the pollution sources since contaminants can flow
more easily away horizontally from the pollution source if
the porous medium is more permeable. Effective porosity
has no significant effect on the concentration distribution.
Increasing dispersivity leads to larger concentrations be-
low the pollution sources. Dispersion not only includes
longitudinal dispersion but also, however to a smaller
extent, transversal dispersion. This leads to a spreading of
the contaminants transversally to the flow direction.
Therefore, the contaminants reach larger depths.

It should be noticed that in this sensitivity analysis,
no recalibration was done after increasing or decreasing
the parameter values. This could, however, also lead to
some interesting results and may be an interesting topic
for further research. For instance, if the natural recharge
would be 50 mm/year instead of 25 mm/year, the
hydraulic conductivities of the layer 1 after a recalibra-
tion process would probably have been larger and it
would be interesting to evaluate the consequences of
such modified values on the water fluxes distribution and
on pollutant transport.

A worst-case scenario analysis

From the sensitivity analysis, the effect of most
parameters on the downward migration of contami-
nants is known. A worst-case scenario is built by
giving every input parameter the value—from a range
of possible or realistic values—that results in the
largest and fastest downward migration of contami-
nants. Table 5 shows the worst-case scenario parame-
ter values. The prescribed piezometric heads at the
boundaries of layer 1 are increased by 2 m. Further
increasing these heads would be unrealistic, since this

Fig. 11 Piezometric map with
pathlines 10 years after particle
release

Fig. 12 Piezometric east–west profile with pathlines 18 years after
particle release
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means that the water table would be higher than
topography. The boundary conditions of layers 5 and
6 are lowered 2 m. This is a significant lowering since
the total range of measured hydraulic heads in layers
5 and 6 is only 2 m. The hydraulic conductivities of
the clay layers are multiplied by 10. This means that
the horizontal and vertical hydraulic conductivities of
these layers are now approximately 1·10)6 and
1·10)7 m/s, respectively. These values are high for
sediments consisting mainly of clay and silt (Fetter
2001) and are, therefore, appropriate worst-case val-
ues. The overall longitudinal dispersivity is multiplied

by 5, so that its value is now 25. All other input
parameters and variables keep their initial values since
they clearly have a less significant effect on the
downward migration of contaminants.

In this worst-case scenario, the dissolved solutes still
migrate to the river and not to the production wells in
the Lower Pleistocene. The contaminants, however,
reach greater depths: concentrations of 1/1,000 of the
constant concentration applied at the pollution sources
are present up to 77 m depth, thereby penetrating a few
meters in layer 2. This worst-case scenario demonstrates
that it is very unlikely that the contaminants coming
from the sewage treatment plant, the sewage oxidation
pond and the municipal waste disposal site could reach
the drinking water wells of the Lower Pleistocene. The
pollution sources are thus not situated in the capture
zone of the production wells.

Discussion and conclusion

The main objective of this study was to determine
whether the dissolved solutes coming from the municipal
waste disposal site, the sewage treatment plant and the
former sewage oxidation pond could reach the drinking

Fig. 13 Sensitivity of vertical water fluxes to boundary condition
changes. On the horizontal axis, BC is the initial prescribed head.
BC-2 m, BC-1 m, BC+1 m and BC+2 m, respectively, means that
the initial prescribed head of the respective layer is lowered 2 m,
lowered 1 m, increased by 1 m and increased by 2 m

Fig. 14 Sensitivity of vertical water fluxes to hydraulic conductiv-
ities (K), river conductancy (C) and infiltration (I). On the
horizontal axis, ‘‘*1’’ is the initial parameter value. ‘/10’, ‘/5’, ‘*5’
and ‘*10’, respectively, means that the initial parameter value of the
respective layer is divided by 10, divided by 5, multiplied by 5 and
multiplied by 10

Table 5 A worst-case scenario parameter values

Parameter Value relative
to initial value

Boundary condition layer 1 +2 m
Boundary condition layer 3 Initial
Boundary condition layer 5+6 )2 m
K1 Initial
K2 ·10
K3 Initial
K4 ·10
K5 Initial
K6 Initial
Dispersivity ·5
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water wells of the Lower Pleistocene in the study area. A
groundwater flow and transport model was constructed
and the results demonstrate that the wells would not be
threatened by the pollution sources. The boundary
conditions and parameter values of this model are,
however, subject to large uncertainty, due to limited
data availability. This results, of course, in large uncer-
tainty of the results of the model. To build confidence in
the conclusion of this study, a sensitivity analysis and a
worst-case scenario analysis were carried out. In the
sensitivity analysis, the effect of boundary conditions
and parameter values on the downward migration of

pollutants was investigated. In the worst-case scenario
analysis, all variables and parameters were given the
value—from a range of realistic values—that results in
the largest downward migration of pollutants. Even in a
worst-case scenario, the contaminants from the pollu-
tion sources do not reach the drinking water wells.

This study has shown that sensitivity analysis and a
worst-case scenario analysis are apt tools to deal with
uncertainty in hydrogeological modeling and build
confidence in model results in cases with limited data
availability.

Fig. 15 Sensitivities of travel
times and concentrations to the
hydraulic conductivity of layer
1, the effective porosity and the
dispersivity
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