
Nomenclature
A Empirical fit parameter
Ad Additional mass
CM Mass factor
C Concentration (mole fraction)
d Radius in Stoke’s Law (m)
dp Porous media particle diameter (m)
D Diffusivity and dispersivity (m2 s)1)
E Total ebullition rate (mol cm)2 s)1)
Fb Buoyancy force (N)
FD Diffusive flux (mol cm)2 s)1)
FE Bubble (ebullition) flux (mol cm)2 s)1)
Fd Drag force (N)
FE Fraction ebullition flux
g Gravitational acceleration (m s)2)
H Henry’s Law coefficient (Pa)
K Henry’s Law coefficient (mol cm)3 atm)1)
k Permeability (m2)
m Mole flux (mol cm)2 s)1)
n Porosity
Ni Molar content of gas species i (mol)
P Pressure (Pa, atm)

PCO2
Partial pressure of CO2 (Pa, atm)

Pst Surface tension pressure (N m)2)
Pz Hydrostatic pressure (Pa, atm)
qBi Bubble gas transfer rate of species i (mol

cm)2s)1)
r Bubble radius (m)
rp Characteristic length scale of pore (m)
R¢ Equivalent pore throat radius (m)
Rb Bubble radius (m)
T Temperature (�C)
ub Bubble velocity (m s)1)
v Stoke’s velocity (m s)1)
VB Bubble velocity in surface water (m s)1)
z Vertical coordinate (m)
lw Water viscosity (kg m)1 s)1)
qg Gas-phase density (kg m)3)
qf Fluid density (kg m)3)
qw Water density (kg m)3)
r Surface tension (N m)1)
h Contact angle (degrees)
[ ] Concentration (mol cm)3)
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Abstract Geologic carbon seques-
tration is the capture of anthropo-
genic carbon dioxide (CO2) and its
storage in deep geologic formations.
The processes of CO2 seepage into
surface water after migration
through water-saturated sediments
are reviewed. Natural CO2 and CH4

fluxes are pervasive in surface-water
environments and are good ana-
logues to potential leakage and
seepage of CO2. Buoyancy-driven
bubble rise in surface water reaches
a maximum velocity of approxi-
mately 30 cm s)1. CO2 rise in satu-
rated porous media tends to occur as

channel flow rather than bubble
flow. A comparison of ebullition
versus dispersive gas transport for
CO2 and CH4 shows that bubble
flow will dominate over dispersion in
surface water. Gaseous CO2 solu-
bility in variable-salinity waters de-
creases as pressure decreases leading
to greater likelihood of ebullition
and bubble flow in surface water as
CO2 migrates upward.
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Introduction

Geologic carbon sequestration is the capture of anthro-
pogenic CO2 (e.g., from power-plant flue gases) and its
storage in deep underground formations such as depleted
oil and gas reservoirs and deep brine-filled formations.
The purpose of geologic CO2 storage is to reduce net
atmospheric emissions of CO2 to mitigate potential cli-
mate change associated with the role of CO2 as a
greenhouse gas. Key issues associated with geologic CO2

storage relate to the integrity of the geological reservoir
with respect to containment of CO2 so that (1) the
strategy serves the intended purpose of reducing net CO2

emissions, and (2) CO2 does not leak from the intended
storage site and seep out of the ground with associated
health, safety, and environmental (HSE) risks. Previous
studies have modeled CO2 migration in the vadose zone
of on-shore environments (e.g., Oldenburg and Unger
2003, 2004). However, in off-shore environments such as
the North Sea (Torp and Gale 2004) and in humid areas
such as the Texas Gulf Coast (Hovorka et al. 2004),
leaking CO2 will likely encounter surface water (ocean,
rivers, lakes, wetlands) prior to entering the atmosphere.
Consequently, there is a need to investigate the processes
of CO2 seepage into surface water in order to fully
understand migration processes and associated HSE
risks. Key questions include (1) What are the physical
processes relevant to CO2 migration through sediments
and overlying surface water either as bubbles or as a
dissolved component in water? (2) Does surface water
attenuate or enhance CO2 seepage flux? (3) Under what
conditions can CO2 concentrations build up at depth and
lead to the potential for catastrophic release?

These questions were investigated for the case where
CO2 seeps at relatively low fluxes into surface-water
bodies. CO2 migration through sediment pore water
immediately below surface-water bodies in which liquid
water is the primary connected phase and the CO2 exists
either in discrete bubbles or as a dissolved component in
the aqueous phase was also considered. CO2 in bubbles
can be in gaseous, supercritical, and liquid phases over
the range of possible surface- and pore-water systems
relevant to CO2 leakage and seepage. Results are pre-
sented here covering natural CO2 and CH4 fluxes, bubble
rise in water and in saturated porous media, analysis of
ebullition versus dispersive transport for CO2 and CH4

migrating into shallow water, and solubility of CO2 in
water at a wide range of depths and water compositions.

Definitions and environment

Terminology

Table 1 shows key terms and definitions that apply to gas
migration and transport in surface water and subjacent

saturated sediments. In general, low CO2 fluxes and high
CO2 solubility in surface water favor dissolution and
dispersive transport, while relatively high fluxes and low
solubility of CO2 favor ebullition and bubble flux. Bub-
ble transport in surface water is familiar to everyone
from observing the behavior of CO2 bubbles in carbon-
ated beverages. The flow of gases upward in porous
media is not as familiar to people, although fluidized
beds and packed-bed reactors with gas flow are well-
known chemical processing techniques in which bubbles
flow through porous media (Iliuta et al. 1999).

Environment of interest

The focus of this review is on CO2 migration upward
through saturated sediments and overlying surface
water, including rivers, lakes, wetlands, estuaries, and
continental shelf marine environments. Salinity, depth,
temperature, and degree of mixing are all key char-
acteristics that bear on the question of CO2 transport.
Non-specific leakage pathways upward from the deep
CO2 injection horizons may be capable of delivering
CO2 to the shallow environment. These leakage path-
ways could be along abandoned wells, faults or fault
zones, but it is assumed that by the time the CO2

reaches the shallow sediments below surface water, the
CO2 flux is relatively small. Large fluxes, e.g., from

Table 1 Terminology related to gas migration

Term Definition

Leakage Migration in the subsurface away
from the primary containment formation,
e.g., through a fault or abandoned well.

Seepage Migration across a boundary such as the
ground surface or from subsurface rock
or sediments into surface water.

Bubble Immiscible volume of a secondary fluid phase
(e.g., supercritical, gas, liquid) within a primary
connected phase (e.g., aqueous).

Ebullition Formation of bubbles from a liquid
supersaturated with respect to dissolved
gases, either in
surface water or in groundwater.

Bubble flow Flow of component(s) as transported
in discrete bubbles.

Channel flow Flow of component(s) as transported in a
secondary connected fluid phase within
a primary liquid phase.

Dissolution Uptake of volatile components into solution
in the liquid phase.

Advection Component transport driven by movement
of a phase containing the component.

Diffusion Component transport driven by concentration
gradients within a phase.

Dispersion Component transport by small-scale advective
motions and by diffusion that can be modeled
collectively as a diffusive process.
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well blowouts, will be obvious HSE risks that will be
mitigated as quickly as possible. Of more concern from
the HSE perspective are small fluxes that may be
harder to detect (e.g., Oldenburg et al. 2003; Lewicki
et al. 2005) but which could lead to HSE conse-
quences, either in the long-term or due to near-surface
buildup and rapid emission such as Lake Nyos (Sig-
urdsson et al. 1987).

Below surface water bodies, CO2 can be in gaseous,
supercritical, or liquid conditions. As shown in the
phase diagram for pure CO2 (Fig. 1), CO2 has a
critical point of 73.8 bars (7.38 Mpa) and 31.0�C, and
is a gas at ambient atmospheric temperature and
pressure (1 bar (0.1 Mpa), 25�C). The wide band on
Fig. 1 indicates a P–T path within the earth assuming
a geothermal gradient of 25�C km)1 and hydrostatic
pressure and passes almost directly through the critical
point. In continental onshore conditions studied in the
past (Oldenburg and Unger 2003), the P–T path from
depth to surface passes below the critical point. By
such a path, CO2 changes from supercritical to gas-
eous, and undergoes no large jumps in physical
properties (e.g., density or viscosity) as it passes
through 31�C at pressures below 73.8 bars. In con-
trast, in the offshore or deep surface-water condition,
the P–T path will traverse part of the liquid-stability
field from depth to the surface because of the hydro-
static pressure in the surface water and lack of geo-
thermal gradient. In Fig. 1, the top edge of the wide
band can be considered to be a sub-surface-water P–T
path, and the bottom edge a sub-onshore P–T path.
The transition from gaseous to liquid CO2 or vice
versa is associated with strong changes in density,
viscosity, and solubility with implications for CO2

seepage into surface water.

Natural analogue CO2 and CH4 fluxes

Groundwater

Recent studies have quantified the flux of CO2 derived
from deep crustal and mantle origin that is dissolved and
transported by shallow groundwaters (e.g., Evans et al.
2002; Chiodini et al. 1999, 2000). For example,
throughout Tyrrhenian Central Italy, widespread non-
volcanic CO2 degassing occurs from vent and diffuse soil
gas emissions and from CO2-enriched groundwaters
(Chiodini et al. 1999). From the Tyrrhenian Sea to the
Apennine Mountains, buried structural highs act as gas
traps from which gas may escape to the surface. Carbon
dioxide is then released to the atmosphere either directly
through gas emissions or by degassing from groundwa-
ter. Measured CO2 partial pressure ( PCO2

) values for
springs are up to four orders of magnitude greater than
that of the atmosphere (Chiodini et al. 1999). Therefore,
when groundwater is discharged at the surface, it re-
leases a large amount of the carbon through CO2 deg-
assing. Chiodini et al. (1999, 2000) found that in
geographic regions characterized by thick regional car-
bonate aquifers, most or part of the deeply derived gas is
dissolved by the aquifers. In regions with smaller aqui-
fers, extensive vent and soil CO2 emissions occur at the
surface because these smaller aquifers cannot dissolve all
of the CO2. Chiodini et al. (2000) estimated fluxes of
deeply derived CO2 up to 0.29 g m)2d)1 into the car-
bonate Apennine aquifers.

Evans et al. (2002) conducted a chemical, isotopic,
and hydrologic investigation of cold springs around
Mammoth Mountain, California, USA. Based on these
data, they estimated that the cold groundwater system
around Mammoth Mountain discharges � 2·104 tonnes
y)1 of magmatic carbon (as CO2), indicating that these
waters have the ability to dissolve and transport large
quantities of deeply derived CO2. They also interpreted
the 1·105 tonnes CO2 y)1 that degasses diffusely
through soils at Mammoth to be the gas that exceeds the
dissolving capacity of the groundwater.

Shipton et al. (2004a, b) investigated the northern
Paradox Basin (Utah, USA) as a natural analogue for
CO2 leakage. Here, CO2 of deep-crustal origin migrates
from numerous reservoirs (high PCO2

shallow aquifers)
along faults to the surface. An important loss of CO2 to
the atmosphere occurs as groundwaters discharge as
springs at the surface and CO2 degasses, as is evidenced
by continual bubbling of CO2 from many of these
springs (Shipton et al. 2004a, b).

Wetlands

Much attention has focused on understanding the ori-
gin, transport, and fate of CH4 in wetlands (e.g.,

Fig. 1 Phase diagram for CO2 showing typical P–T path with
depth in the earth
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Harriss and Sebacher 1981; Wilson et al. 1989; Mac-
Donald et al. 1998; Walter and Heimann 2000; Ro-
senberry et al. 2003; Christensen et al. 2003) because
these regions contain large quantities of stored organic
carbon that, if released as CH4, may strongly influence
global climate. Although CH4 differs from CO2 in
many ways, it is a reasonable proxy for CO2 in terms
of migration in surface water. Wilson et al. (1989)
showed from repeated measurements of CH4 flux in a
temperate freshwater swamp, that this flux was highly
variable over space and time. Ebullition from the bot-
tom sediments was an important form of CH4 release.
Although ebullition was only recorded in 19% of their
measurements, it accounted for 34% of the total flux
over time. However, unlike many other studies, they
found that flux was not correlated with water depth.
Rosenberry et al. (2003) presented hydraulic-head data
for a peatland in northern Minnesota, USA, which
indicated that the peatland was overpressured at depth
and the amount of overpressuring varied over time,
with rapid declines likely caused by ebullition events.
Christensen et al. (2003) measured in a closed labora-
tory system diffusion and ebullition fluxes of CH4 from
monoliths taken from wetland ecosystems in Sweden.
They showed that ebullition accounts for 18 to 50% of
the total CH4 flux from their system and that this may
represent a minimum contribution relative to that ex-
pected in nature due to stable laboratory conditions
(e.g., isothermal, no wind).

Rivers

Smith et al. (2000) measured both diffusive and bub-
bling CH4 fluxes in open water, bare soils, macrophyte
mats, and flooded forest along the Orinoco River
floodplain, Venezuela. They found that due to pro-
ductivity, the flooded forest environment accounted for
the highest diffusive and bubble fluxes and that ebul-
lition accounted for 65% of all emissions. Large tem-
poral variations in CH4 fluxes were also observed due
primarily to seasonally fluctuating water levels, with
ebullition higher during dry seasons. Where the Little
Grand Wash Fault Zone crosses the Green River
(Utah, USA), CO2 of deep-crustal origin discharges
into the Green River. Here, a line of gas bubbles is
observed along the fault trace (e.g., Shipton et al.
2004a, b).

Lakes and reservoirs

In non-volcanic lake environments, CO2 and CH4 are
primarily derived from biologic processes. The primary
pathways of gas exchange between water and the
atmosphere are molecular diffusion across the air–

water interface and bubble flow through the water
column. Pathways of exchange of CO2 and CH4 be-
tween the lake and the atmosphere differ significantly
because of contrasts in CO2 and CH4 aqueous solu-
bility, and concentrations in the epilimnion and in the
atmosphere. Because the solubility of CH4 in water is
about an order of magnitude less than that of CO2

(1 bar, 20�C), elevated CH4 concentrations at depth
lead to ebullition, whereas elevated aqueous CO2

concentrations can build up at depth. Many lakes are
supersaturated with respect to CO2, particularly in the
wintertime, when productivity and therefore photo-
synthetic uptake is low. Ebullition is the primary re-
lease mechanism of CH4 from lakes and other shallow
water environments. However, bubbling is episodic
and dependent on a variety of factors such as tem-
perature, water depth, barometric pressure variations,
winds, and related bottom shear stress (e.g., Keller
and Stallard 1994; Walter and Heimann 2000; Ro-
senberry et al. 2003; Joyce and Jewell 2003). Casper
et al. (2000) found that based on measured CO2 and
CH4 concentration gradients with depth in a small
freshwater lake in the UK, ebullition accounted for
96% of the CH4 flux and diffusion accounted for 99%
of the CO2 flux. The rate of gas ebullition was highly
variable in space and time and decreased with water
depth.

The transport and fate of CO2 in lakes in volcanic
environments have been of great interest due to the
lethal gas bursts that occurred at Lakes Monoun and
Nyos, Cameroon, in 1984 and 1986, respectively.
Approximately 1,800 people were killed in these com-
bined events by the hypothesized rapid overturn and
depressurization of CO2-rich lake waters (derived from
emission of magmatic CO2 into the lakes) and sub-
sequent large-scale CO2 ebullition. These lakes dis-
played density stratification and within the deep anoxic
stagnant layers, PCO2

built up to equal the ambient
hydrostatic pressure (Sigurdsson et al. 1987; Oskarsson
1990; Giggenbach 1990). The rapid lake overturn may
have been driven by precipitation, landslides, or wind-
driven mixing. The resultant ebullition led to the gas
bursts at the surface (Sigurdsson et al. 1987; Oskarsson
1990; Giggenbach 1990). In the Lake Nyos event,
240,000 tonnes of CO2 were lost from the upper 100 m
of the lake (Giggenbach 1990). Giggenbach et al.
(1991) showed that other CO2-rich lakes worldwide
(Laacher See, Germany, Dieng, Indonesia, and Mt.
Gambier, Australia) display similar chemical and
physical characteristics to Lakes Nyos and Monoun.
In general, seasonal overturn, other periodic deep
mixing processes, or man-made degassing schemes
(e.g., Halbwachs et al. 2004) are needed to prevent
density stratification and the potential for extreme
buildup of CO2 at depth in lakes subject to CO2

influxes at depth.
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Marine environments

Hovland et al. (1993) presented a review of CH4 deg-
assing from shallow marine sediments worldwide and
estimated the global flux. They showed that CH4 occurs
at aqueous saturation concentrations and in free gas
form at many locations in the upper layers of marine
sedimentary basins. This CH4 originates either from
microbial degradation of organic material in shallow
sediments or at greater depth in sedimentary basins by
thermal ‘‘cracking’’ of organic materials to form petro-
leum hydrocarbons. In many locations, CH4 escapes
from shallow marine sediments to the water column as
continuous or intermittent bubble flow. For example, in
the Gulf of Mexico, gas seeps are associated with dif-
ferent geological environments such as deltaic sediments,
salt domes, and gas hydrates in sediments on and at the
base of the continental slope (Anderson and Bryant
1990). In the Tommeliten field of the North Sea, gas
migrates along deep-seated faults and evidence of gas
close to the seabed is present over an area of
�120,000 m2 (Hovland and Judd 1988). Gas seeps
accounting for �120 bubble streams are predominantly
found within 6,500 m2 of this area. At Cape Lookout
Bight, a marine basin on the Outer Banks of North
Carolina, USA, shallow sediment pore waters become
saturated with CH4 during the summer and ebullition
occurs during low tide due to reduction in hydrostatic
pressure (Martens and Klump 1980). Martens and
Klump (1980) estimated that �15% of the CH4 in the
bubbles here dissolves during transit through the water
column and �6.9·107 g CH4 y)1 are lost to the atmo-
sphere.

The area off the coast of Santa Barbara, California,
perhaps the most well studied and quantified hydro-
carbon seep field in the world, shows extensive bub-
bling gas plumes seeping from faults and fractures
along the axes of anticlinal hydrocarbon traps (e.g.,
Hornafius et al. 1999; Leifer et al. 2000; Washburn
et al. 2001; Boles et al. 2001). Based on sonar data,
Hornafius et al. (1999) estimated that the total emis-
sion rate of hydrocarbons into the water column
through ebullition was 1.7 ± 0.3·105 m3 d)1 (18 km2

area). Leifer et al. (2000) investigated shallow
(< 70 m) seeps and found that near-surface aqueous
CH4 concentrations were > 108 times atmospheric
equilibrium values. The fraction of gas that is released
to the atmosphere versus dissolved in the water col-
umn depends both on the seep and the surface-water
properties. Boles et al. (2001) monitored gas bubble
flow rates from a large seep (67 m depth) where gas is
captured by two steel tents and piped to shore to be
processed. They observed that tidal forcing caused
bubble flow rate to vary by 40% around the average
flow rate and high and low tides were correlated with
reduced and increased flow rates, respectively.

CO2 leakage and bubble flow

Bubble formation fundamentals

For a bubble to form and persist in water, the pressure
within the bubble must be greater than the ambient
hydrostatic pressure plus the surface tension of water that
must be overcome to form the bubble. Mathematically,
the pressure inside the bubble (P) is equal to the sum of
the partial pressures of the volatile species which must be
in excess of the sum of the ambient hydrostatic pressure at
depth z (Pz) and the surface tension pressure (Pst):

P ¼
X

i

CiHi > Pz þ Pst ð1Þ

where Hi are the Henry’s law coefficients (Pa or atm) for
each species i, Ci are the aqueous concentrations of the
volatile species (mole fractions), and the fluid pressure at
depth z is given by

Pz ¼ PA þ qw g z ð2Þ

where qw is water density, g is gravity, and PA is
atmospheric pressure. The Pst in Eq. 1 is related to the
bubble radius (r) and the surface tension (r) of the water
according to the Young–Laplace equation (e.g., Pellicer
et al. 2000) as

Pst ¼
2r
r
¼ P � Pz: ð3Þ

Surface tension for water is approximately 72 dynes
cm)1 (0.072 N m)1), which means that Pst is negligible
relative to Pz for bubbles with radius larger than
approximately 150 lm (0.15 mm) for which 2r/r �
0.1 bar (e.g., Leifer and Patro 2002).

The surface tension pressure (Pst) implies that the gas
pressure in the bubble must be higher than the gas sat-
uration pressure in the ambient aqueous phase. The
bubble gas-phase composition is determined by the rel-
ative magnitude of the gas partial pressures and thus
reflects the volatility (the inverse of the component’s
aqueous-phase solubility) of each species and the water
composition. This relationship of ebullition to solubility
is a key factor in CO2 leakage because waters with
varying solubility due to different salinity, pressure, and
temperature may be encountered during the long rise
upward of CO2 bubbles.

Once a bubble is formed and rises upwards, it can
exchange mass with the surrounding water. The bubble
molar flux to surrounding water, Fi, is expressed as:

Fi ¼
dNi

dt
¼ qBi4pr2 Ci �

PBi

Hi

� �
; ð4Þ

(e.g., Leifer and Patro 2002) where Ni is the molar
content of gas species i in the bubble, qBi is the individual

695



bubble gas transfer rate, and PBi is the bubble gas partial
pressure.

Equation 4 is applied to each gas species in the
bubble individually. Because the gas flux is driven by the
difference Ci � PBi=Hi, gas outflows from the bubble
when Ci > PBi=Hi and inflows when Ci > PBi=Hi (e.g.,
Leifer et al. 2000). In the case of a bubble composed
predominantly of CO2, it will dissolve as CO2 outflows
and grow as dissolved air (primarily N2 and O2) and/or
CO2 inflow. If for example, CCO2

is elevated due to
bubble dissolution, the gas outflow from the bubble is
decreased. If concentrations of dissolved O2 and N2 in
the water column are low, inflow will be reduced and
dissolution will occur. With rise through the water col-
umn, CO2 may dissolve and the bubble may shrink,
increasing Pst as the bubble radius decreases (see Eq. 3).
Also, bubble expansion will occur due to decreasing Pz

and associated gas expansion. Upon rising and increas-
ing in size, the larger bubble will be able to transfer gas
more efficiently because of the increased surface area.
The total gas entering the water column from rising
bubbles depends on the cumulative integrated bubble
molar flux over the lifetime of the bubbles.

For applications involving CO2 rising from the deep
subsurface due to leakage from geologic CO2 storage
sites, the CO2 can be in either a supercritical or liquid
phase as well as a gas phase (see Fig. 1). The above
fundamentals apply also for these cases in which the
bubble contains immiscible supercritical or liquid phase
CO2.

Steady-state bubble rise in surface water

Assuming that the bubble persists throughout its rise
through the surface-water body, the bubble lifetime can
be derived from the water-body depth divided by the
bubble rise velocity. The velocity of bubble rise is often
given by Stoke’s law:

v ¼ d2g
qw � qg

18lw

� �
ð5Þ

where d is bubble diameter, qw and qg are water and gas
density, respectively, and lw is water viscosity. By this
well-known equation, the bubble velocity is directly
related to the square of bubble diameter. Therefore, as
Pz decreases, d increases and bubbles accelerate. How-
ever, Eq. 5 is only valid at very small Reynolds number
(Re = qw v d/lw < �1) corresponding to either very
small bubble size, small buoyancy contrast, or a very
viscous liquid. For CO2 bubbles in surface water, Re is
of order 1 when bubble diameter is of order 10)4 m
(0.1 mm). In summary, Eq. 5 is a poor predictor of gas
bubble rise velocity in surface water, except for very
small bubbles.

A wealth of empirical data from experiments and
field measurements has provided a sound basis for esti-
mating bubble rise velocity for larger bubbles. Leifer and
Patro (2002) showed data from experiments of bubble
rise velocity as a function of bubble radius, with con-
tours of Reynolds number (dashed lines) (Fig. 2).
Equation 5 applies only in the lowermost left-hand
corner at Re < 1, and furthermore the rate of bubble
rise in water has a maximum of approximately 30 cm s)1

which is reached when the bubble diameter is approxi-
mately 1.5 mm (r = 0.75 mm). Bubbles are known to
begin oscillating and become non-spherical at radii of
approximately 0.7 mm and Re of 400, leading to a de-
crease in rise velocity as bubble radius increases. While
these results are valid strictly for air bubbles, very sim-
ilar results would be obtained for pure CO2 gas bubbles,
since the driving force is given by the difference in den-
sity between the gas phase and water, a negligible dif-
ference when comparing the buoyancy of air (q=1.2 kg
m)3) to gaseous CO2 (q=1.8 kg m)3) for bubbles in
water (q=1,000 kg m)3) at near-surface conditions.

Bubble and channel flow

Within a water-saturated porous medium such as the
sediments or fractured rock below a surface-water body,
upward buoyancy forces will act on CO2 bubbles.
However, within porous media, bubble flow is restricted
by the presence of solid matrix grains and the tortuous
path around them. In addition, capillary forces can arise
from (1) contact of the bubble with the solid grains, and
(2) the deformation of the bubble and corresponding

Fig. 2 Bubble rise velocity as a function of bubble radius with
background contours of Reynolds number (from Leifer and Patro
2002)
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change in bubble radius (r) (see Eq. 3) that occur when
the bubble squeezes through narrow pore throats. Pore
throats can also lead to straining and trapping processes
that block bubble flow (e.g., Wan et al. 2001). Bubble
rise in porous media is therefore significantly more
complicated than bubble rise in standing surface water.

Figure 3 is a sketch of two different end-members for
gas flow in porous media: (1) discrete bubbles, and (2)
channel flow. If the gas flux is low, gases can migrate
upward through pore bodies and throats as small indi-
vidual bubbles, with deformation and blockage occur-
ring as controlled by solid matrix grains (Fig. 3a). In
contrast, when the flux is large, gas bubbles can be larger
and/or more numerous leading to greater entrapment
and coalescence. When entrapment and coalescence ex-
ceed a threshold, a connected channel of gas forms be-
tween the leading edge of water displacement and the
gas source. When this connectivity occurs, gas flow can
be driven by gas-pressure-gradient rather than buoyancy
forces, and these pressure-gradient forces can overcome
the capillary, permeability, and/or liquid displacement
resistances and displace water. Flow in a channelized
regime is further favored by the low gas viscosity.

The additional complexity of capillary forces due to
the solid matrix grains can be quantified by reference to
the Bond number (Bo), the ratio of buoyancy forces
driving upward flow to surface tension forces that tend
to retard bubble flow. The Bond number can be defined
as

Bo ¼
qw � qg

� �
g r2p

r
ð6Þ

(e.g., Brooks et al. 1999) where rp is a characteristic
length scale of the pore space. When Bo>1, buoyancy
forces dominate, and when Bo<1, capillary forces
dominate. Considering values of qw, qg, g, and r of
1,000 kg m)3, 1.8 kg m)3, 9.81 m s)2, and 7.2·10)2 N
m)1, respectively, capillary forces will dominate for pore
sizes less than approximately 3 mm. Capillarity will
therefore be the important force in medium and fine-
grained porous media. A modified Bo can be defined to

include pore body and pore throat length scales to ac-
count for the fact that buoyancy is more important in
pore bodies, while capillarity is more important in pore
throats (Brooks et al. 1999).

The Bo can be used to classify whether gas flow in
saturated porous media will occur by bubble or channel
flow (Brooks et al. 1999). Bubble flow occurs when
buoyancy forces dominate and gravity drives gas bub-
bles upward without large capillarity effects. Such flow
will occur when the porous media are coarse, such as in
gravels and coarse sands. In contrast, fine porous media
give rise to stronger capillary forces as gas is squeezed
through small pore throats leading to gas becoming
trapped by capillarity. As trapped gases accumulate in
the medium, eventually they may form connected paths
to the gas source area and pressure-driving forces can be
propagated from the source to the gas–liquid front. If
snap-off occurs isolating the leading gas-phase region
from the gas source, capillarity can again stop the rise of
the gas bubble. In this way, the rise of gas in medium
and fine-grained porous media typically occurs only by
channel flow (Fig. 3). This has been observed in exper-
imental studies of upward air flows in the field of air
sparging for remediation of volatile contaminants (e.g.,
Ji et al. 1993). Beyond the theoretical considerations of
Bo, formation heterogeneity inherent in the subsurface
can also control channel formation.

Steady-state bubble rise in porous media

Recent studies (Roosevelt and Corapcioglu 1998; Co-
rapcioglu et al. 2004) motivated by the need to under-
stand air movement in air sparging are useful for CO2

migration also. The methods of Corapcioglu et al.
(2004) were used to predict CO2 bubble rise velocity in
porous media for both gaseous and liquid CO2. This
analysis is valid only for single-bubble rise in coarse
sediments, i.e., Bo>1.

The analysis begins by considering the forces of
buoyancy, drag, and surface tension acting on a single

Fig. 3 Schematic of flow re-
gimes in porous media: (a)
bubble flow, and (b) channel
flow
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bubble in a porous medium. For a bubble rising at
steady-state, the upward buoyancy forces are exactly
balanced by the surface tension and drag forces that
tend to retard motion. The force balance equations of
Corapcioglu et al. (2004) are presented in Appendix A,
while values for various terms are given in Table 2.
Many assumptions are made in the analysis, such as
constant contact angle, bubble radius, and fit parameter
(Corapcioglu et al. 2004).

Bubble-rise velocities were calculated for the 4 mm
glass beads of Corapcioglu et al. (2004) and two slightly
finer grain sizes where dp = 2 and 1 mm (Table 3). The
approach breaks down for medium and fine grain sizes
as evidenced by the negative rise velocity produced as a

solution to the quadratic equation (Eq. A.12). Results
are shown in Fig. 5. The logarithm of the calculated
bubble-rise velocities for three coarse grain sizes (dp = 4,
2, and 1 mm) for air and CO2 gas bubbles, along with
the calculated rise velocity for a CO2 liquid bubble, are
plotted. The maximum velocity is approximately 18 cm
s)1, which is considered by Corapcioglu et al. (2004) to
be the maximum possible porous media bubble rise
velocity. For the 4 mm grain size, the CO2 bubble is
predicted to rise slightly slower than the air bubble, but
CO2 bubbles are predicted to rise slightly faster than air
bubbles for the less-coarse media. This cross-over effect
appears to be due to the greater buoyancy of air relative
to CO2 and its importance in coarse media, and the
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Fig. 4 Log10 ub for three different coarse porous media as a
function of particle size

Table 2 Fluid properties for the analysis of bubble flow in porous
media

Property Symbol Value Units

Surface tension r 7.2·10)2 N m)1

Contact angle Q 30 degrees
Viscosity of water lw 1·10)3 kg m)1 s)1

Density of water qw 1,000 kg m)3

Viscosity of air lg 1.80·10)5 kg m)1 s)1

Density of air qg 1.2 kg m)3

Viscosity of CO2

Gas (1 bar, 20�C) lg 1.47·10)5 kg m)1 s)1

Liquid (61 bars, 22�C) ll 6.33·10)5 kg m)1 s)1

Density of CO2

Gas (1 bar, 20�C) qg 1.8 kg m)3

Liquid (61 bars, 22�C) qg 755.2 kg m)3

Gravitational acceleration G 9.81 m s)2

Additional mass Ad 1 –
Fit parameter A 26.8 –

Table 3 Porous media properties and results for bubble flow in
porous media

Property Symbol Units 4 mm
glass
beadsa

Gravelly
sandb

Coarse
sandb

Porosity n – 0.3954 0.3 0.35
Particle size dp m 4·10)3 2·10)3 1·10)3

Bubble radius Rb m 4·10)3 2·10)3 1·10)3

Equivalent pore
throat radius

R¢ m 3.09·10)4 1.55·10)4 7.73·10)5

Rise velocity
Air ub m s)1 1.83·10)1 2.52·10)2 7.73·10)3

CO2 gas ub m s)1 1.68·10)1 2.91·10)2 9.40·10)3

CO2 liquid ub m s)1 4.43·10)3 8.60·10)4 N/A
Burke–Plummer
permeability

k m2 1.80·10)8 1.47·10)9 6.76·10)10

a Corapcioglu et al. (2004)
b de Marsily (1986)

Fig. 5 Schematic of domain and variables for ebullition versus
dispersive mass transport analysis. Ebullition is indicated by the
bubbles, dispersion by the wiggly vector
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greater importance of the lower viscosity of CO2 relative
to air in finer media. Finally, CO2 liquid bubbles rise
more slowly due to their greater density and viscosity
than CO2 gas bubbles. Despite the numerous simplifying
assumptions in this analysis, the calculations reveal the
importance of grain size, and density and viscosity
contrast in predicting bubble rise velocity in coarse
porous media. As for medium and fine porous media,
gas flow will be by channel flow which can be analyzed
by a wide range of multiphase reservoir simulation
methods.

Transport by bubble flow and diffusion
in surface water

To examine ebullition and diffusion rate, a surface-water
system consisting of air (N2 and O2), CO2, and CH4

similar to that described by Morel and Herring (1993)
was used. If seepage of CO2 and/or CH4 occurs across
the sediment surface at depth z into the overlying surface
water body at a constant flux m (mol cm)2 s)1), the rates
of ebullition and diffusion of these species can be esti-
mated (Fig. 5). The following assumptions are made: (1)
bubble formation maintains the sum of the partial
pressures (CO2, CH4, air, H2O) at Pz, i.e., Pst is ne-
glected, (2) bubbles rise so fast through the water col-
umn to the surface that no dissolution occurs, (3)
transport of all solutes in the water column is described
by a dispersion coefficient (D = 10)3 cm2 s)1), and (4)
chemical reactions (e.g., bicarbonate formation from
CO2, oxidation of CH4) are ignored. The equations
governing ebullition rate and steady-state mass balance
from which estimates of diffusive flux (FD) and ebullition
flux (FE) of CO2 and CH4 for given seepage fluxes (m)
can be calculated are presented in Appendix B.

FD and FE were calculated for three cases: (1) seepage
of CO2 and CH4 into a surface water body where mCO2

= mCH4
, (2) seepage of CO2 only, and (3) seepage of

CH4 only. In each case (Cases 1–3), a water body with z
= 50, 1,000, and 10,000 cm, low, medium, and high
mCO2

and/or mCH4
values, respectively, was considered

(Table 4 shows Henry’s Law coefficients and Table 5

shows mCO2
and mCH4

values), and percent ebullition of
total flux for the species that seep into the water body
calculated. The low, medium, and high fluxes used cor-
respond approximately to the low, medium, and high
seepage fluxes calculated in prior vadose-zone-related
work (Oldenburg and Unger 2003, 2004). For compar-
ison, natural fluxes of CO2 from plant and soil biological
processes are approximately 10)9 mol cm)2 s)1

(10 lmol m)2 s)1) efflux to 3·10)9 mol cm)2 s)1

(30 lmol m)2 s)1) uptake (e.g., Baldocchi and Wilson
2001).

The results (Table 5) show that diffusion is impor-
tant for transport of CO2 to the atmosphere in water
bodies up to 1,000 cm deep and for mCO2

up to the
medium values considered. At greater mCO2

or z, CO2 is
transported to the atmosphere almost entirely by
ebullition. For CH4, diffusion is only an important
transport mechanism for shallow (50 cm) water bodies
and low mCH4

, accounting for about half the total CH4

flux. For cases where CH4 seeps into deeper water
bodies of (z = 1,000 and 10,000 cm) or mCH4

is ele-
vated, ebullition accounts almost entirely for the CH4

flux to the atmosphere. These differences between
ebullition and diffusion fluxes for CO2 and CH4 are
due to the greater solubility of CO2 in water relative to
CH4.

Table 4 Henry’s law coefficients (Ki) for different Pz values (Spy-
cher, unpublished code)

z (m) Pz(atm) KCO2
(mol

atm)1 cm)3)
KCH4

(mol
atm)1 cm)3)

Kair(mol
atm)1 cm)3)

Surface-50 cm 1 4.90·10)5 1.98·10)6 1.29·10)6

1,000 2 4.87·10)5 1.98·10)6 1.29·10)6

10,000 11 4.63·10)5 1.92·10)6 1.26·10)6

K values are for 10�C
Kair is the average of KN2

and KO2

Table 5 Percentage of flux by ebullition relative to diffusion for
various depths and flux proportions

Case z (cm) mCO2 (mol
cm)2 s)1)

mCH4 (mol
cm)2 s)1)

% F E
CO2

% F E
CH4

1 50 4.59·10)11 4.59·10)11 4 49
1 1,000 4.59·10)11 4.59·10)11 31 92
1 10,000 4.59·10)11 4.59·10)11 45 95
1 50 4.59·10)10 4.59·10)10 32 92
1 1,000 4.59·10)10 4.59·10)10 82 99
1 10,000 4.59·10)10 4.59·10)10 89 100
1 50 4.59·10)9 4.59·10)9 82 99
1 1,000 4.59·10)9 4.59·10)9 98 100
1 10,000 4.59·10)9 4.59·10)9 99 100
2 50 9.18·10)11 0 8 NA
2 1,000 9.18·10)11 0 49 NA
2 10,000 9.18·10)11 0 63 NA
2 50 9.18·10)10 0 31 NA
2 1,000 9.18·10)10 0 90 NA
2 10,000 9.18·10)10 0 94 NA
2 50 9.18·10)9 0 90 NA
2 1,000 9.18·10)9 0 99 NA
2 10,000 9.18·10)9 0 99 NA
3 50 0 9.18·10)11 NA 68
3 1,000 0 9.18·10)11 NA 96
3 10,000 0 9.18·10)11 NA 98
3 50 0 9.18·10)10 NA 96
3 1,000 0 9.18·10)10 NA 100
3 10,000 0 9.18·10)10 NA 100
3 50 0 9.18·10)9 NA 100
3 1,000 0 9.18·10)9 NA 100
3 10,000 0 9.18·10)9 NA 100
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Transport of dissolved CO2 in surface water

Transport of the dissolved fraction of CO2 in surface
water will occur by diffusive and dispersive processes.
Flow occurs in typical surface waters such as rivers,
lakes, estuaries, and shallow seas by combinations of
gravity, wind, and tidal forcings (e.g., Fischer et al.
1979). Such motions are often turbulent and involve a
wide range of chaotic flow velocities over a range of
length scales which lead to effective dispersion and
mixing of dissolved species. Dispersion and mixing will
periodically expose surface water to the atmosphere,
where it will potentially equilibrate with atmospheric
CO2 creating an effective outgassing that is equal to the
bottom seepage flux at steady state. In lakes, mixing
may be somewhat less than in rivers or coastal envi-
ronments. Vertical mixing may occur only once or
twice a year, or in some special cases not at all, for
example, in deep equatorial lakes, or lakes with per-
manent ice cover (Goldman and Horne 1983). In
addition, the density of CO2-saturated water is
approximately 1% greater than that of pure water
(Ennis-King and Paterson 2003), creating the possibil-
ity of dissolved CO2 producing a stable density strati-
fication. However, in typical surface waters, flow
forcings such as gravity, wind, and tides will dominate
over density stratification and cause mixing on time
scales much smaller than the carbon sequestration time
scale (hundreds to thousands of years). Thus rivers,
lakes, estuaries, and continental shelf ocean water will
not be effective at attenuating leakage and seepage
fluxes of CO2 occurring as a dissolved component.
Furthermore, ebullition will generally occur for the flux
magnitudes of interest thus subordinating the impor-
tance of diffusion and dispersion to the overall bubble
transport of CO2 seepage in surface water.

Effects of pressure, temperature, and salinity
on ebullition

As shown by the differences in ebullition flux between
CO2 and CH4, the solubility of gas species is a funda-
mental control on ebullition. The solubility of CO2 is a
strong function of salinity, pressure, and temperature,
all of which may vary within the subsurface and surface
waters. CO2 solubility for various H2O–NaCl mixtures
was calculated using the methods of Spycher and Pruess
(2004) and Spycher et al. (2003). The case of a 200-m
deep surface-water body at 10�C and underlying porous
media with a geothermal gradient equal to 30�C km)1

and hydrostatic pressure assuming qH2O = 1,000 kg m)3

was considered. The various solubility profiles are
plotted as a function of depth in Fig. 6. The two curves
on the left-hand side of Fig. 6 are for a hypersaline brine
and a typical oilfield brine and are plotted only up to the
sediment–water interface because they are normally
found in the subsurface. The other two curves are those
of seawater and freshwater and are continuous from
subsurface into surface water. The CO2 density profile is
calculated from the online NIST Webbook (Lemmon
et al. 2003) for pure CO2 at the given pressures and
temperatures.

The first point to note in Fig. 6 is that CO2 transi-
tions from supercritical to liquid and then to gas as it
rises upwards in this system. This is in stark contrast to
the simple change from supercritical to gas (Fig. 1) that
occurs in the absence of surface water (Oldenburg and
Unger 2003). The implication of these phase transitions
is that buoyancy forces on CO2 bubbles are nearly
constant with a slight decrease as the bubble rises, for
example from )1,000 to )380 m. Then upon rising
through the liquid–gas transition, the enormous density
change in CO2 will lead to approximately a factor of 3.7

Fig. 6 Solubility of CO2 (mole
fraction) in various brines
assuming fully ionized salt as a
function of depth within a sur-
face-water body (0–200 m) and
the underlying formation
()1,000 to 0 m) with the differ-
ent phase stability fields for
CO2 indicated by the shading.
Right-hand side figures show
corresponding temperature,
pressure, and density of CO2

with depth
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change in volume of the bubble, assuming an isothermal
transition, with corresponding increase in upward
buoyancy force.

The second important point illustrated in Fig. 6 is the
variation in CO2 solubility upward from depth. At
intermediate and low salinity, CO2 solubility rises
slightly along a bubble migration path upward from
depth until the liquid–gas transition point (depth equal
to )380 m). From this point upward, CO2 solubility
declines rapidly as the pressure falls. The implication of
this pattern for bubble transport is that CO2 ebullition is
favored as dissolved CO2 is transported upwards from
depths shallower than approximately )380 m in this
system.

Finally, Fig. 6 shows dramatically the variation in
solubility as a function of salinity of water. This has
important implications for situations where the migra-
tion pathway of CO2 leakage and seepage can traverse
formations and surface water with contrasting salinity.
For example, consider first the case of a briny ground-
water system at depth with overlying fresher aquifers
below a freshwater lake. In this case, a rising CO2 bubble
would encounter water with progressively higher CO2

solubility, making it likely that CO2 bubbles would
disappear as the CO2 dissolved into the aqueous phase.
In contrast, there could be a system with fresh-water
aquifers at depth underlying a shallow continental shelf
marine environment. In this case, ebullition may become
more important as salinity increases and pressure de-
creases as the CO2 moves upwards. Combinations of the
above transitions are of course possible. Figure 6 pro-
vides a general guide as to the trend toward greater
dissolution or greater ebullition in water as a function of
depth and salinity.

Summary

Numerous investigations have been conducted to mea-
sure natural CO2 and CH4 fluxes and concentrations in
surface-water environments and to estimate the relative
contributions of ebullition and dispersion to the total
fluxes of these species to the atmosphere. These previous
studies provide direct evidence of how CO2 leakage and
seepage fluxes of similar magnitude will behave, and
they indicate that local conditions strongly control
transport processes. Natural CO2 and CH4 fluxes and
local concentrations are significant and can lead to
ebullition making it challenging to discern low-flux
leakage and seepage from natural emissions.

Prior studies of volcanic lakes that have undergone
lethal CO2 outgassing indicate that deep and stagnant
conditions are conducive to the formation of waters that
are supersaturated with respect to CO2. Seasonal over-
turn, or other regular mixing processes such as natural
convection by hydrothermal heating, neither of which

occur at Lakes Nyos or Monoun, may prevent extreme
buildup of CO2 and associated potentially lethal outg-
assing events.

Previous work in the areas of bubble physics and
hydrostatics indicate that for a bubble to form, the sum
of the partial pressures of the volatile components must
exceed the local hydrostatic pressure and surface ten-
sion. Once a bubble forms and rises upwards, mass
transfer occurs between the bubble and liquid.

Although Stokes Law is not formally applicable to
gas-bubble rise in surface water for bubble sizes larger
than approximately 0.1 mm, empirical data exist to
predict bubble rise velocity over a wide range of bubble
sizes. Bubble-rise velocity reaches a maximum of
approximately 30 cm s)1 for bubbles approximately
0.7 mm in radius and declines for larger bubbles due to
turbulence and related bubble oscillations.

In saturated porous media, e.g., below surface water,
small CO2 fluxes can be sustained by bubble flow,
especially in coarse and highly permeable porous media.
For larger CO2 fluxes, or finer porous media, transport
is by channel flow.

Bubble-rise velocity in porous media has a maximum
of approximately 18 cm s)1 in very coarse gravels.
Bubble-rise velocity is much smaller in typical sediments,
which can only sustain a small bubble flux of CO2 before
transitioning to channel flow. CO2 rise velocity in the
channel-flow regime is governed by multiphase flow
processes that can be studied using reservoir engineering
simulation approaches.

Bubble-rise velocity for a liquid CO2 bubble is slower
than for a CO2 gas bubble due to the much smaller
density contrast between liquid CO2 and water than
between gaseous CO2 and water.

For the range of seepage fluxes and surface-water
depths considered in this study, CO2 transport through
the surface water will tend to be by ebullition/bubble
flux for relatively high seepage fluxes and/or deep water
bodies and by diffusion/dispersion for relatively low
seepage fluxes and/or shallow water bodies. Species such
as CH4 with lower solubility in water are more likely to
be transported by bubble flux.

As leaking CO2 rises upwards, liquid-stable CO2

phase conditions may be encountered, especially if there
is overlying surface water. Therefore, CO2 rising from
depth will transition from supercritical to liquid and
then to gas with an upward rise. The transition from
supercritical to liquid is not associated with a significant
change in physical properties (e.g., density, viscosity,
solubility), while the transition from liquid to gas has
large changes in properties and these changes favor
bubble flow.

The solubility of CO2 in water depends strongly on
the P, T, and salinity conditions of water and the phase
properties of the CO2. Leaking CO2 rising from depth
through saturated porous media of varying salinity may
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tend to dissolve and/or undergo ebullition depending on
the conditions. In general, CO2 solubility decreases with
depth at shallow depths, creating greater potential for
ebullition as CO2 rises upward into the near-surface
environment.

Discussion

The results of this study allow the following comments
on the key questions.

1. What are the physical processes relevant to the
migration through sediments and overlying surface
water of CO2 either as bubbles or as a dissolved
component in water? Bubbles are subject to buoyancy
and surface tension forces in porous media, with
surface tension dominating for fine porous media.
CO2 transport is likely to be by channel flow in the
fine sediments below a surface-water body. These
channels can be produced by bubble trapping and
coalescence processes that arise in medium- and fine-
grained porous media. Channels can also be created
by the heterogeneity inherent in subsurface forma-
tions. Upon approaching the surface-water body as a
second phase (gas or liquid) CO2 bubbles will ema-
nate from the sediment and rapidly rise upwards.
Under this scenario, there is no ebullition process
since the CO2 already exists as a second phase in the
porous media. Ebullition at the interface of sediment
and surface water and/or dispersive transport of CO2

seepage from the sediment interface will only occur
for seepage fluxes on the order of the background flux
or smaller. For larger fluxes, channel flow and bubble
flow are expected in the porous media and in the
surface water, respectively. Dissolved CO2 in surface
water is transported by motions of the aqueous phase
and is typically driven by gravity, wind, and tidal
forcings.

2. Does surface water attenuate or enhance CO2 seepage
flux? Rising CO2 bubbles are subject to mass transfer
with surrounding waters, but the travel times are
relatively short because rise velocities are high. In
general, CO2 bubbles, once formed, are expected to
rise from the bottom to the top of typical surface-
water bodies as solubility decreases with decreasing
pressure. As for dispersion of dissolved CO2, mixing
times in surface waters are short relative to geologic
CO2 sequestration times, and dissolved CO2 added by
leakage and seepage is expected to exsolve rapidly
from surface water as it mixes and equilibrates with
atmospheric CO2. Thus CO2 seepage flux is not ex-
pected to be significantly attenuated by surface water.

3. Under what conditions can CO2 concentrations build
up at depth and lead to the potential for catastrophic
release? Water becomes slightly denser when it con-

tains dissolved CO2. Lakes with deep stagnant re-
gions subject to CO2 fluxes from below are prone to
stratification with water at depth that is supersatu-
rated with CO2 and subject to rapid outgassing if
there is a disturbance to the lake that initiates over-
turn. Natural mixing processes such as seasonal
overturn and wind-driven mixing—largely absent
from the equatorial Lakes Nyos and Monoun—and
man-made degassing schemes can be effective at
preventing CO2 buildup in deep stagnant lakes.
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Appendix A

Equations for bubble rise in porous media from Co-
rapcioglu et al. (2004). The equations governing bubble
rise in coarse porous media are derived by balancing
forces due to buoyancy given by

Fb ¼ qf � qg

� �
g
4

3
p R3

b; ð7Þ

the surface tension force given by

Fst ¼ 2 p R0r sin h; ð8Þ

where R¢ is an equivalent pore throat radius, and the
drag force given by

Fd ¼ A
150 lbub 1� nð Þ2

d2
p n3

þ
1:75qgu2b 1� nð Þ

dp n3

" #
4

3
p R3

b

ð9Þ

(variables are defined in Nomenclature). The first term
in brackets in Eq. 9 is the Kozeny term, accounting for
viscous drag in laminar flow, while the second term is the
Burke–Plummer term, accounting for turbulent losses.
Summing these three forces and allowing for accelera-
tion of the bubble, we have the balance relation

Fb � Fd � Fst ¼ Ad qg

4

3
p R3

b

@ub
@t
þ ub

@ub

@x

� �
ð10Þ

where the Ad term accounts for entrained liquid ahead of
the bubble and is defined as
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Ad ¼ 1þ CM
qf

qg

ð11Þ

Substituting the individual force equations and
grouping terms by the powers of bubble rise velocity
(ub), we obtain

� C1 u2b þ C2 ub þ C3

� �
¼ @ub

@t
þ ub

@ub
@x

ð12Þ

where

C1 ¼
1:75 1� nð ÞA

dp n3 Ad
ð13Þ

C2 ¼
150 1� nð Þ2A lb

d2
p n3 qg Ad

ð14Þ

C3 ¼
1

qg Ad

3

2

R0r sin h

R3
b

� qf � qg

� �
g

� �
: ð15Þ

The rise velocity (ub) can be calculated using the coeffi-
cients of Eqs. 13–15 in the quadratic equation (12) for
which we assume steady state and zero inertia, i.e., right-
hand side of Eq. 12 is set to zero.

Appendix B

Equations for ebullition and diffusion rates are given
from Morel and Herring (1993). For each species, the
rate of ebullition Ei (mol cm)2 s)1) is proportional to its
partial pressure at the sediment surface:

Ei ¼
Pi

Pz
E ð16Þ

where E is the total rate of ebullition of all species to-
gether. A steady-state mass balance equation is written
for each species at the sediment surface where the sum of
its transport by diffusion and ebullition is equal to its
rate of formation at depth:

D
z

CO2½ �b � CO2½ �s
� �

þ EK�1CO2
CO2½ �bP�1z ¼ m; ð17Þ

D
z

CH4½ �b � CH4½ �s
� �

þ EK�1CH4 CH4½ �bP�1z ¼ m; ð18Þ

D
z

air½ �b � air½ �s
� �

þ E air½ �b
KairPz

¼ 0 ð19Þ

where the subscripts b and s refer to the bottom and
surface concentrations (mol cm)3), respectively, and Ki

is the Henry’s law constant for each gas species (mol
cm)3atm)1), and the bottom air flux is assumed to be

zero. The diffusive flux is assumed to be driven by the
concentration gradient across the entire depth of the
surface-water body.

The aqueous concentrations of species at the surface
are calculated to be in equilibrium with the atmosphere
at 10�C, where P atm

CO2
, Pair

atm, and P atm
CH4

are 3.12·10)4,
1.97·10)6, and 9.87·10)1 atm, respectively (see Table 4
for Ki values):

½CO2�s ¼ P atm
CO2

KCO2
ð20Þ

½CH4�s ¼ P atm
CH4

KCH4
ð21Þ

½air�s ¼ P atm
air Kair: ð22Þ

Unknowns in the mass balance equations are now bot-
tom concentrations and E, while the pressure condition
at the sediment surface is:

Pair þ PCH4
þ PCO2

þ PH2O ¼ Pz: ð23Þ

PH2O in Eq. 23 can be neglected relative to the other
volatile components and substitute Henry’s law expres-
sions to obtain

CO2½ �b
KCO2

þ CH4½ �b
KCH4

þ air½ �b
Kair

¼ Pz ð24Þ

where Ki values are for the Pz considered (Table 4). With
the approximations [CO2]s << [CO2]b and [CH4]s <<
[CH4]b, bottom concentrations from Eqs. 17–19 are
substituted into Eq. 24 to yield:

m
KCO2

D=zþ E=Pz
þ m

KCH4
D=zþ E=Pz

þ ðD=zÞ air½ �s
KairD=zþ E=Pz

¼ Pz:

ð25Þ

By neglecting the first term in Eq. 25 and replacing KCH4

and Kair with an average K value, an approximate
solution for E can be obtained:

E ¼ mþ D
z

� �
air½ �s �

Pz KD
z

ð26Þ

Substitution of Eq. 26 into Eqs. 17 –19 gives the
bottom concentrations of species:

CO2½ �b ffi
m

D=zþ EK�1CO2
P�1z

ð27Þ

CH4½ �b ffi
m

D=zþ EK�1CH4
P�1z

ð28Þ

air½ �b ffi
D=zð Þ air½ �s

D=zþ EK�1air P�1z
ð29Þ
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The diffusive and ebullition fluxes, FD and FE,
respectively, of CO2 and CH4 can then be calculated:

F D
CO2
¼ D

z
CO2½ �b � CO2½ �s
� �

ð30Þ

F D
CH4
¼ D

z
CH4½ �b � CH4½ �s
� �

ð31Þ

F E
CO2
¼ EK�1CO2

CO2½ �bP�1z ð32Þ

F E
CH4
¼ EK�1CH4

CH4½ �bP�1z ð33Þ
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