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Abstract

Molecular dynamics simulations in combination with ab initio calculations were carried out to determine the rate of electron transfer
at room temperature in bulk hematite (a-Fe2O3) and at two low-index surfaces, namely the (012) and (001) surfaces. The electron transfer
reactions considered here involve the II/III valence interchange between nearest-neighbor iron atoms. Two electron transfer directions
were investigated, namely the basal plane and c direction electron transfers. Electron transfer rates obtained in bulk hematite were in
good agreement with ab initio electronic structure calculations thus validating the potential model. The surfaces were considered both
in vacuum and in contact with an equilibrated aqueous solution. The reorganization energy is found to increase significantly at the first
surface layer and this value is little affected by the presence of water. In addition, in the case of the (012) surface, the electronic coupling
matrix element for the topmost basal plane transfer was calculated at the Hartree-Fock level and was found to be weak compared to the
corresponding electron transfer in the bulk. Therefore, most surfaces show a decrease in the rate of electron transfer at the surface. How-
ever, where iron atoms involved in the electron transfer reaction are directly coordinated to water molecules, water lowers the free energy
of activation to a great extent and provides a large driving force for electrons to diffuse toward the bulk thus opposing the intrinsic sur-
face effect. The surfaces considered in this work show different electron transfer properties. Hematite has been shown to exhibit aniso-
tropic conductivity and thus different surfaces will show different intra- and inter-layer rates depending on their orientation. Moreover,
the calculations of electron transfers at the hydroxyl- and iron-terminated (001) surfaces revealed that surface termination has a signif-
icant effect on the electron transfer parameters in the vicinity of the surface. Finally, our findings indicate that undercoordinated terminal
iron atoms could act as electron traps at the surface.
� 2006 Elsevier Inc. All rights reserved.
1. Introduction

Dissimilatory iron-reducing bacteria (DIRB) are capa-
ble of electron transfer to iron oxide minerals, such as
hematite (a-Fe2O3), as part of their anaerobic respiration
process. The addition of ‘extra’ electrons in the iron oxide
lattice results in the reduction of iron(III) to iron(II) by the
formation of small polarons (Rosso et al., 2003a). The larg-
er iron(II) cations are more easily detached from the sur-
face and hence the bacteria effectively promote mineral
dissolution. This phenomenon is of great interest to the
geochemical community due to its major role in the cycling
of iron and has been the focus of many studies (Lovley,
1991; Lovley et al., 1996; Zachara et al., 1998; Newman
0016-7037/$ - see front matter � 2006 Elsevier Inc. All rights reserved.
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and Kolter, 2000; Neal et al., 2003; Rosso et al., 2003b).
However, the actual mechanisms of electron transfer are
still unclear. One of the key questions is whether direct con-
tact between the bacteria and the mineral surface is re-
quired for electron transfer to occur. Rosso et al. (2003b)
carried out AFM experiments to probe the bioreduction
of hematite surfaces by Shewanella putrefaciens CN32. This
study showed that dissolution features, such as etching at
growth centers and etch channels, arose from exposure to
the bacteria but that these were clearly distinct from points
of attachment. One possible explanation for this phenome-
non is the presence of electron shuttle compounds as sug-
gested by several research groups (Lovley et al., 1996;
Newman and Kolter, 2000; Rosso et al., 2003b). Indeed,
DIRB can produce quinone-related molecules that are
thought to shuttle electrons to iron(III) oxides (Lovley
et al., 1996; Newman and Kolter, 2000).
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An alternative, or complementary, explanation is the
transfer of electrons from the points of cell attachment to
reactive sites through the hematite lattice. In order to eval-
uate the validity of this hypothesis, one needs to be able to
compute the rate of electron transfer in the hematite lattice.
To begin to address this, we must first acknowledge that
polaron motion in crystal lattices can follow two mecha-
nisms (Yamashita and Kurosawa, 1958; Holstein,
1959a,b): a band or tunneling process, which occurs at
low temperature and an activated hopping process, which
dominates at high temperature. There is evidence, in the lit-
erature, that conduction takes place via a hopping mecha-
nism in hematite at room temperature (Goodenough, 1971;
Benjelloun et al., 1984; Gharibi et al., 1990; Papaioannou
et al., 2005), and hence can be treated within the frame-
work of Marcus’ theory (Marcus and Sutin, 1985). More-
over, the temperature above which the hopping
mechanism dominates can be estimated from half the De-
bye temperature (Holstein, 1959b). Using published values
of the longitudinal and shear wave velocities for natural
hematite single crystals (Shapira, 1969) and Debye theory,
the transition temperature is estimated to be about 200 K,
thus providing further indication that polaron motion is in
the hopping regime at room temperature.

In recent publications by Rosso et al. (2003a) and Iorda-
nova et al. (2005), it was shown that electron transfer rates
in bulk hematite can be determined from ab initio calcula-
tions using Marcus’ theory. In addition, results obtained
with this method reproduced the known anisotropy of
the electron mobility between the directions perpendicular
and parallel to the c axis (Nakau, 1960; Benjelloun et al.,
1984). However, this approach cannot easily be extended
to consider larger systems. Hence, we developed a new
strategy which combines molecular dynamics simulations
for the calculation of most of the electron transfer param-
eters in Marcus’ theory, such as the reorganization energy
and the free energy of electron transfer, with electronic
structure calculations to compute the electronic coupling
matrix element. Therefore, this method allows the investi-
gation of electron transfer at a mineral surface to be com-
putationally accessible while retaining an explicit treatment
of the relevant electronic interactions. In a previous work
(Kerisit and Rosso, 2005), this approach was successfully
applied to the study of electron transfer in FeO, where
the rates of electron transfer were in good agreement with
ab initio calculations.

In this paper, we seek to evaluate how the kinetic and
thermodynamic properties of electron transfer reactions
at the mineral surface differ from those in the bulk. Fur-
thermore, we aim to address the question: are the electrons
free to diffuse away from the initial acceptor site at an
appreciable rate? In doing so, we wish to determine
whether charge transport through the mineral lattice plays
an important role in the DIRB respiration process. We first
test the validity of our method, to the study of electron
transfer in hematite, by comparing the results obtained with
two potential models with the rates reported previously for
the transport of charges in hematite (Rosso et al., 2003a;
Iordanova et al., 2005). Next, we investigate the kinetics
of electron transfer at the (001) and (012) hematite surfac-
es. These surfaces are the most abundant hematite surfaces
and their atomic structures and properties have been exten-
sively studied both experimentally (Junta-Rosso and Hoch-
ella, 1996; Condon et al., 1998; Thevuthasan et al., 1999;
Henderson, 2002, 2003; Trainor et al., 2004) and theoreti-
cally (Wasserman et al., 1997; Wang et al., 1998; Parker
et al., 1999; Shaikhutdinov and Weiss, 1999; Jones et al.,
2000; Cooke et al., 2004). In addition, these surfaces have
been closely looked at in aqueous solution as well as in vac-
uum. For example, Henderson and coworkers (Henderson
et al., 1998; Henderson, 2002) have investigated the interac-
tion of water with the (012) surface with a range of exper-
imental techniques while Rustad and coworkers used
atomistic simulations (Wasserman et al., 1997, 1999; Rus-
tad et al., 1999). Also, Thevuthasan et al. (1999) and
Chambers and Yi (1999) have probed the structure of the
(001) surface under ultrahigh vacuum conditions. There-
fore, each surface will be considered in vacuum and in con-
tact with water. In addition, in the case of the (001) surface,
we investigated two possible surface terminations, namely
the oxygen- and iron-terminated surfaces. Several studies
have shown the metal termination to be the most stable
surface (Chambers and Yi, 1999; Thevuthasan et al.,
1999; Rohrbach et al., 2004). However, the coexistence of
O- and Fe-terminated domains has also been observed
(Shaikhutdinov and Weiss, 1999; Eggleston et al., 2003;
Trainor et al., 2004) and predicted from electronic struc-
ture calculations (Wang et al., 1998; Trainor et al., 2004).
However, we will first give a brief description of the theo-
retical methods used in this work.

2. Theoretical methods

2.1. Electron transfer model

The aim of this work is to determine the rate of electron
transfer in the hematite lattice and at two of its low-index
surfaces. To do so, an iron(III) is first replaced by an iron(II)
thus effectively introducing an ‘extra’ electron in the mineral.
We then consider the transfer of this electron to an adjacent
iron(III). In a previous study (Rosso et al., 2003a), it was
shown that it is appropriate to model an extra electron in
the hematite lattice as localized in the form of a small polar-
on centered at an iron site. To calculate the rate of electron
transfer, we need to compute the relevant electron transfer
parameters, namely, the reorganization energy, the electron-
ic coupling matrix element, the diabatic free energy of activa-
tion, and the free energy of reaction, to be used in Marcus’
theory (Marcus and Sutin, 1985). The reorganization ener-
gy, k, is the energy to distort the configuration of the reac-
tants into that of the products, or vice versa, without
changing the electronic distribution; the diabatic free energy
of activation, DG*

0
, is the energy required to thermally excite

the system to the transition state configuration; the free
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energy of reaction, DG0, is the change in free energy upon
electron transfer; and the electronic coupling matrix ele-
ment, VAB, is the amount of electronic interaction between
the reactant and product states at the transition state. These
parameters are explained graphically in Fig. 1. In the past,
two different approaches have been used in this group to gen-
erate a free energy diagram such as the one in Fig. 1 and cal-
culate the electron transfer parameters. The first method
consists in extracting small clusters from a periodic electron-
ic structure calculation of the ‘defective’ lattice and perform-
ing single-point energy calculations at the unrestricted
Hartree-Fock (UHF) level of a few relevant points on the
curves (e.g., minima and crossing point) (Rosso et al.,
2003a; Iordanova et al., 2005). When we refer to the ‘defec-
tive’ lattice, we refer to the lattice bearing an extra electron,
i.e., an iron(II) atom. An additional calculation is required
to compute the electronic coupling matrix element at the
crossing point configuration (labeled ‘C’ in Fig. 1). In this
approach, the atomic interactions are treated at a high level
of theory but the method is limited to systems that can be
modeled with relatively small clusters. It is thus the method
of choice for bulk systems for example but can be problem-
atic for heterogeneous systems. In the second method, the
two free energy curves are computed from classical molecu-
lar dynamics simulations of a supercell using the umbrella
sampling technique. This method enables us to investigate
larger systems and thus to consider, for example, electron
transfer reactions at a mineral surface. In addition, this ap-
proach includes an explicit treatment of the temperature.
Although the electronic structure of the system is not com-
puted in this method, a UHF calculation is performed on a
small cluster representing the atoms directly involved in
the electron transfer process to calculate the electronic cou-
pling. In a previous work (Kerisit and Rosso, 2005), we
showed that the configuration used for the electronic cou-
pling calculation can be obtained from an energy minimiza-
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Fig. 1. Free energy diagram of an electron transfer reaction.
tion of the system with a potential model, thus avoiding the
need to carry out a computationally expensive ab initio ener-
gy minimization. In summary, this method retains an explic-
it representation of the relevant electronic interactions while
exploiting the fact that a classical approach is sufficient to
reliably obtain the relative energies of the different states of
interest.

In what follows, we describe in more detail the two
approaches mentioned above. However, we will limit our-
selves to the essential concepts; for a complete discussion
of these methods, see Rosso et al. (2003a), Iordanova
et al. (2005) and Kerisit and Rosso (2005). In the molecular
dynamics approach, the reaction coordinate (also referred
to as the energy gap) is defined as the energy difference be-
tween the normal and reversed charge states for a particu-
lar configuration of the system. The free energy curves are
calculated from the probability of finding the system in a
state for which DE = X versus the probability of being in
a state for which DE = ÆDEæ:

DGðX Þ ¼ �RT ln
P ðX Þ

P ðhDEiÞ

� �
; ð1Þ

where ÆDEæ is the ensemble average of the energy gap. In
theory, each free energy curve could be obtained from a
single molecular dynamics simulation. The diabatic activa-
tion free energy would be the value of DG for DE = 0.
However, as it is often the case, the activation free energy
is too high for the region of phase space in the vicinity
DE = 0 to be significantly sampled with a single molecular
dynamics calculation. To overcome this problem, we em-
ployed the umbrella sampling technique as first introduced,
for an electron transfer reaction, in seminal papers by
Hwang and Warshel (1987), Kuharski et al. (1988), and
King and Warshel (1990). In this method, the charge and
short-range parameters of the electron donor are gradually
changed into those of the electron acceptor and vice versa.
The new potential of the system is calculated from a linear
combination of the reactant and product state potentials
(VA and VB, respectively):

V h ¼ ð1� hÞV A þ hV B; ð2Þ
where h is varied from 0 to 1 in a series of discrete values
and a simulation is carried out for each value.

This biases the system to generate configurations that
have values of DE significantly different from ÆDEæ. There-
fore, a thorough sampling of the phase space along the
reaction coordinate is achieved. The bias thus introduced
is removed, once the simulation has been run, by adjusting
the free energy as follows [see Kuharski et al., 1988 for de-
tail of the derivation of Eq. (3)]:

DGðX Þ ¼ �RT ln
P ðX Þh

P ðhDEiÞ

� �
� hX þ C; ð3Þ

where C is a normalization constant and P(X)h is the prob-
ability of finding the system at DE = X when its potential is
Vh. Finally, the Frank–Condon principle states that the
electronic transfer is instantaneous relative to the nuclei
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motion and hence the system polarizability needs to be cal-
culated for both the normal and reversed charge states. The
first modeling study of electron transfer with a polarizable
potential model is by Rustad et al. (2004), who used an
extended Lagrangian technique to treat the polarizability
of oxygen ions. As our model accounts for the polarizabil-
ity of anions by means of a shell model, the position of the
shells must be relaxed for each normal and reversed charge
state configuration used in Eq. (3). The energy minimiza-
tion of the shells is carried out using the steepest descent
method as implemented in the computer code DL_POLY
(Smith and Forester, 1996).

In the ab initio cluster approach, a periodic electronic
structure calculation is first performed to determine the
structure of the defective lattice. Then, small clusters
are excised from the periodic calculation and the overall
charge is neutralized by adding protons along the cleaved
bonds to preserve the symmetry of the structure. The
oxygen valence requirements are also taken into account
in the protonation scheme. The reorganization energy is
divided into two components, namely, the internal and
external parts. The internal part can be calculated from
the so-called direct method (Rosso et al., 2003a; Rosso
and Dupuis, 2004) or the four-point (Nelsen et al.,
1987) method using the excised clusters. The external
part is the energy to polarize the remainder of the system
upon electron transfer and is calculated using a dielectric
continuum model. Finally, the electronic coupling matrix
element, VAB, is computed following the approach devel-
oped for use with electronic structure calculations by
Farazdel et al. (1990). As already mentioned, VAB ac-
counts for the electronic interaction between the normal
and reversed charge states at the crossing point configu-
ration. If the free energy curves are assumed to be par-
abolic, as is often the case, the reaction coordinate can
be approximated by

qðnÞ ¼ ð1� nÞqA þ nqB; ð4Þ
where qA and qB are the nuclear coordinates of the reac-
tant and product states, respectively. By varying n, the
nuclear coordinates of any point along the reaction coor-
dinate can be determined. VAB is defined as half the
energy difference between the upper and lower adiabatic
surfaces at the crossing point configuration (Farazdel
et al., 1990):

V AB ¼
HAB � SABðHAA þ HBBÞ=2j j

1� S2
AB

; ð5Þ

where HAB is the interaction energy (HAB = ÆwA|H|wBæ),
SAB is the overlap between the reactant and product states
(SAB = ÆwA|wBæ), and H is the total electronic Hamiltonian.

The rate of electron transfer can take place in two differ-
ent regimes, namely, adiabatic and nonadiabatic, depend-
ing mainly on the strength of the electronic coupling. The
adiabatic criterion is used to determine whether an electron
transfer is adiabatic or nonadiabatic and is calculated as
follows:
j ¼ 2P 0
12=ð1þ P 0

12Þ; ð6Þ
where

P 0
12 ¼ 1� exp � V 2

AB=htn

� � ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
p3=kkBT

p� �
; ð7Þ

where h is Planck’s constant, tn is a typical frequency for
nuclear motion, kB is Boltzmann’s constant and T is the
temperature (this form assumes that the electron transfer
reaction is symmetric). When the coupling is strong the
transmission coefficient equals one and the electron trans-
fer is adiabatic and the rate expression is as follows:

ket ¼ ntn expð�DG�=kBT Þ; ð8Þ

where

DG� ¼ ðkþ DG0Þ2

4k
� V AB ð9Þ

and n is the number of sites available for electron transfer.
However, if the electronic coupling is weak, the electron
transfer is nonadiabatic and the rate constant takes the fol-
lowing expression (Marcus and Sutin, 1985):

ket ¼
2p
�h
jV ABj2

1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4pkkBT
p exp �ðDG0 þ kÞ2

4kkBT

" #
. ð10Þ
2.2. Molecular dynamics simulations

The molecular dynamics simulations presented in this
work were performed using the computer code DL_POLY
(Smith and Forester, 1996). These calculations are based
on the Born model of solids (Born and Huang, 1954),
whereby atoms are represented by point-charge particles
which interact via long-range Coulombic forces and
short-range forces. The short-range forces are described
by parameterized functions and account for the repulsion
between electron-charge clouds, the van der Waals attrac-
tion forces, and, where appropriate, covalent effects by
means of an angle-dependent term. Another important fea-
ture of our model is that the polarizability of anions is rep-
resented by a shell model. In this model, first introduced by
Dick and Overhauser (1958), a polarizable ion is composed
of two particles, a core and a shell, which share the ion’s
charge and are linked by an harmonic spring. In a previous
paper (Kerisit and Rosso, 2005), we showed that a shell
model is essential to reproduce the electron transfer param-
eters obtained from ab initio calculations. Simulations of
the bulk hematite lattice were performed in the NPT
ensemble (constant number of particles, constant pressure,
and constant temperature), whereas the surface simulations
were carried out in the NVT ensemble (constant number of
particles, constant volume, and constant temperature). All
calculations were run at 300 K and zero pressure. The tem-
perature and pressure were kept constant by use of the
Nosé-Hoover thermostat (Hoover, 1985) and the Hoover
barostat (Hoover, 1985; Melchionna et al., 1993), respec-
tively. The electrostatic forces were calculated by means
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of the Ewald summation method (Ewald, 1921). An 8 Å
cutoff was used for the short-range interactions and the real
part of the Ewald sum. The Verlet leapfrog algorithm was
used to integrate the equations of motion with a time step
of 0.2 fs. The shells were given a mass of 0.2 a.u. and their
motion treated as that of the cores following the adiabatic
shell model first introduced by Mitchell and Fincham
(1993). The electron transfer calculations in bulk hematite
were carried out with two sets of potential parameters.
The first set is that of Lewis and Catlow (1985), including
the modified Fe(II)–oxygen Buckingham potential derived
in a previous paper (Kerisit and Rosso, 2005). These poten-
tial parameters have been used to model iron oxide miner-
als on many occasions (Davies et al., 1989; Parker et al.,
1999; Jones et al., 2000; Cooke et al., 2004). The second
set was developed by Bush et al. (1994a,b) with the
iron(III)–oxygen potential later introduced by Woodley
et al. (1999). This model has also been applied to the sim-
ulation of iron oxides many times (Berry et al., 1998, 1999;
Ayub et al., 2001; Moore et al., 2002). The intra- and inter-
molecular interactions of water were described by the shell
model of de Leeuw and Parker (1998) with the modified
hydrogen bond potential of Kerisit and Parker (2004).
The potential parameters for the hydroxyl ion were derived
by Baram and Parker (1996). The iron-hydroxyl oxygen
potentials were obtained from a simple scaling of the
iron–lattice oxygen potentials to the hydroxyl oxygen char-
ge. The interactions between iron(II) and (III) and water
were based on the iron–water potentials of Curtiss et al.
(1987). These potential parameters were modified to be
compatible with the water model used in this work. The
parameters were refitted to first match the binding energies
and iron–water distances of the iron(II) and iron(III)
hexaaquo complexes in the gas-phase. In addition, molecu-
lar dynamics simulations of a single iron(II) or iron(III) ion
in a cubic box containing 255 water molecules were carried
out over 700 ps to evaluate whether the potential parame-
ters were able to reproduce the solvation energies, the coor-
dination numbers, and the iron–water first shell distances
(see EA-1 in Supplementary material). Tables EA3 and
EA4 in Supplementary material show that, although the
iron–water distances, the gas-phase binding energies, and
the solvation energies are slightly underestimated, the dif-
ferences between the values for the two oxidation states
are in very good agreement with experimental data and
electronic structure calculations.

2.3. Ab initio calculations

Ab initio calculations were performed to compute VAB

for the basal plane transfer in bulk hematite and at the
dry and hydrated (012) surface. First, clusters of pairs of
iron octahedra were excised from energy minimizations
of the systems of interest with a potential model. The iron
atoms were ferromagnetically coupled according to the
magnetic structure of hematite in the basal plane. Note that
the VAB value for the c direction electron transfer was
taken from the cluster calculations of Iordanova et al.
(2005) where the iron atoms were antiferromagnetically
coupled to represent the known magnetic structure of hema-
tite. Then, the clusters were charge neutralized using a pro-
tonation scheme described elsewhere (Rosso et al., 2003a;
Iordanova et al., 2005) for use in ab initio cluster calcula-
tions. The effect of protons on the value of the electronic
coupling is thought not to be significant as a previous study
(Rosso et al., 2003a) has shown that the overlap between the
reactant and product states is due to the iron 3d orbitals and
a superexchange contribution through the bridging oxygen
atoms. The calculations of the electronic coupling matrix
elements were carried out with NWCHEM (Straatsma
et al., 2004) at the spin unrestricted HF level with the
Ahlrichs valence triple-zeta basis set for iron (Schafer
et al., 1994), which was augmented with three diffuse
functions (function/exponent = s/0.01257, p/0.04184, d/
0.11330) (Clark et al., 1983) and the 6-311G basis set for
the oxygen and hydrogen atoms (Krishnan et al., 1980).
The effect of electron correlation on the values of VAB

was not included as these calculations were based on the
UHF wave functions of the reactant and product states.

3. Results and discussion

3.1. Bulk hematite

To evaluate the accuracy of the molecular dynamics ap-
proach, we first investigated the rate of electron transfer in
the hematite bulk lattice and compared the results thus ob-
tained to those published by Iordanova et al. (2005). In
addition, as mentioned in Section 2, the calculations were
performed with two different potential models. As done
previously (Kerisit and Rosso, 2005), we considered four
values of h (i.e., 0.000, 0.167, 0.333, and 0.500) and a
1 ns MD simulation was carried out for each value. For
more detail on why these four values are sufficient see Keri-
sit and Rosso (2005) and references therein. We considered
the same two nearest-neighbor electron transfers as in
Iordanova et al. (2005), namely the basal plane and c direc-
tion transfers. The latter involves electron transfer between
two face-sharing FeO6 octahedra, whereas the former oc-
curs between two edge-sharing octahedra. At this point it
should be noted that in nature, all the iron atoms in the
hematite lattice are in a high-spin d5 configuration with
their spins ferromagnetically coupled in the basal plane
and antiferromagnetically in the c direction. In a classical
view, this implies that the transfer of an ‘extra’ electron
in the c direction is spin forbidden because a high-spin d5

iron(III) atom cannot accept the minority spin electron
from the adjacent high-spin d6 iron(II) atom along the c

direction. For this reason, one might anticipate conductiv-
ity in hematite to be anisotropic (Goodenough, 1971). In-
deed, experiments have shown that electron transfer in
this direction is three to four orders of magnitude lower
than in the basal plane (Nakau, 1960; Benjelloun et al.,
1984). However, Iordanova et al. (2005) found that this
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difference was mainly due to a weak electronic coupling, as
shown in Table 1, as opposed to being due to apparent spin
restrictions. In fact, the ‘minority-spin’ description is not
strictly valid since electrons are fermions and electronic
wave functions are antisymmetric with respect to the inter-
change of electrons (Iordanova et al., 2005).

The free energy curves for each potential model were
generated for the two directions and the calculated electron
transfer parameters and rate constants are summarized in
Table 1, together with the corresponding values reported
in Iordanova et al. (2005). As an example, the free energy
curves obtained from the basal transfer with the Lewis
and Catlow model are shown in Fig. 2. The free energy
curves are parabolic. This is an important point as it is
an assumption of Marcus’ theory. The two potential mod-
els bracket the ab initio value of the reorganization energy,
with the Lewis and Catlow model yielding the higher value
and the Bush et al. model the lower one. The three models
predict a small difference in reorganization energy between
the two directions; however, the relative difference, with re-
spect to the basal plane transfer, predicted by the Bush
et al. model (20%) is significantly larger than that obtained
Table 1
Electron transfer parameters and rates of electron transfer in bulk
hematite calculated from the molecular dynamics method and the ab initio
cluster approach

Model Transfer k (eV) VAB

(eV)
j i DG*

(eV)
k (s�1)

Bush et al. Basal 0.89 0.187 1.00 3 0.04 1.4E+13
Lewis et al. Basal 1.75 0.184 1.00 3 0.25 3.2E+09
Ab initio Basal 1.42 0.190 1.00 3 0.19 3.4E+10

Bush et al. c direction 1.07 0.028 0.45 1 0.24 1.8E+09
Lewis et al. c direction 1.88 0.028 0.37 1 0.44 6.5E+05
Ab initio c direction 1.47 0.028 0.40 1 0.34 3.3E+07

Numbers in italics were taken from Iordanova et al. (2005).
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Fig. 2. Examples of free energy curves obtained from the simulations of
electron transfer in bulk hematite and at the dry and hydrated (012)
surface.
with the Lewis and Catlow model (7%) and by the electron-
ic structure calculations (3.5%). It is important to note that
the two approaches differ slightly in that the ab initio meth-
od is performed at 0 K whereas the MD calculations are
carried out at 300 K. To investigate the effect temperature
on the magnitude of the reorganization energy, we carried
out reorganization energy calculations at 0 K with the
Lewis and Catlow model using the direct method. The val-
ue at 0 K was calculated to be 1.70 eV (compared to
1.75 eV at 300 K) and thus, as seen previously in the case
of FeO, the effect of temperature on the reorganization
energy appears to be small.

We also evaluated whether clusters excised from energy
minimizations of the defective hematite lattice with the two
potential models could be used as input to the calculation
of the electronic coupling matrix element. We limited our-
selves to the basal plane transfer as the calculation of the
electronic coupling in the c direction requires complex
and computationally expensive ab initio methods (Iorda-
nova et al., 2005) that are beyond the scope of this paper.
Table 1 shows that the electronic coupling in the basal
plane is relatively independent of the model used to gener-
ate the crossing point configuration. A similar conclusion
was drawn, in a previous paper (Kerisit and Rosso,
2005), from the calculation of the electronic coupling in
FeO. This clearly indicates that, where nuclear coordinates
from ab initio calculations are not available (e.g., surface
electron transfer), we can use with confidence the structures
obtained from classical simulations as input for the VAB

calculations.
The transmission coefficients are all of the order of

one and hence the adiabatic rate expression Eq. (8)
was used to calculate each rate constant. In Eq. (8),
we use the same value of tn as was used by Iordanova
et al. (2005), i.e., 1.85 · 1013 s�1, which is the highest in-
fra-red active longitudinal optic mode phonon. This val-
ue will be used throughout this paper. The rates obtained
from the Lewis and Catlow model are in closer agree-
ment with the ab initio calculations than those obtained
with the Bush et al. model. Nonetheless, the two models
correctly predicted a difference in rates, between the two
directions, of three to four orders of magnitude in accord
with experimental observations (Nakau, 1960; Benjelloun
et al., 1984). As the Lewis and Catlow model performed
best out of the two models, when compared to the elec-
tronic structure calculations, we decided to only consider
this model in the remainder of this study, which is con-
cerned with the electron transfer at the two principal
hematite surfaces.

3.2. (012) Hematite surface

The (012) surface is terminated by a nonpolar plane con-
taining both oxygen and iron atoms. The topmost iron
atoms are coordinated to five oxygen atoms (as opposed
to six in the bulk): four in the surface plane and one below.
The surface is not perfectly flat as the surface octahedra are



Table 2
Electron transfer parameters for electron transfer at the (012) surface both
in vacuum and in contact with an aqueous solution

Layer(s) Transfer k
(eV)

VAB

(eV)
DG0

(eV)
j i DG*

(eV)
k (s�1)

In vacuum

1 Basal-intra 2.20 0.017 �0.07 0.16 2 0.50 1.2E+05
1 c direction 2.17 0.028 0.01 0.35 1 0.52 3.1E+04
1–2 Basal-inter 1.81 0.184 0.33 1.00 1 0.45 5.7E+05
2 Basal-intra 1.72 0.184 �0.15 1.00 2 0.17 4.6E+10
2 c direction 1.91 0.028 �0.19 0.37 1 0.36 1.5E+07
2–3 Basal-inter 1.72 0.184 �0.02 1.00 1 0.24 1.9E+09
3 Basal-intra 1.70 0.184 0.06 1.00 2 0.27 9.2E+08
3 c direction 1.92 0.028 0.00 0.37 1 0.46 4.2E+05
3–4 Basal-inter 1.74 0.184 �0.02 1.00 1 0.24 1.6E+09
4 Basal-intra 1.76 0.184 �0.02 1.00 2 0.25 2.8E+09
4 c direction 1.86 0.028 �0.01 0.37 1 0.43 1.1E+06
4–5 Basal-inter 1.73 0.184 0.00 1.00 1 0.25 1.2E+09

In solution

1 Basal-intra 2.15 0.031 �1.09 0.41 2 0.10 7.7E+11
1 c direction 2.17 0.028 �1.12 0.35 1 0.10 4.0E+11
1–2 Basal-inter 1.75 0.184 0.15 1.00 1 0.33 4.5E+07
2 Basal-intra 1.77 0.184 �0.08 1.00 2 0.22 8.4E+09
2 c direction 1.92 0.028 �0.07 0.37 1 0.42 1.8E+06
2–3 Basal-inter 1.70 0.184 0.06 1.00 1 0.27 5.0E+08
3 Basal-intra 1.74 0.184 0.02 1.00 2 0.26 1.6E+09
3 c direction 1.86 0.028 0.01 0.37 1 0.44 7.5E+05
3–4 Basal-inter 1.71 0.184 0.02 1.00 1 0.25 1.1E+09
4 Basal-intra 1.72 0.184 0.02 1.00 2 0.26 1.7E+09
4 c direction 1.90 0.028 �0.03 0.37 1 0.44 9.1E+05
4–5 Basal-inter 1.75 0.184 �0.02 1.00 1 0.24 1.5E+09
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tilted with respect to the surface normal, as shown in Fig. 3.
Our model (012) hematite slab consisted of 192 Fe2O3 units
for a total of 1536 particles including the shells. The surface
area was 20.29 · 16.01 Å2 and the slab was two unit cells
thick (i.e., about 27 Å). We performed a series of calcula-
tions to determine the rate of electron transfer in the
near-surface region when the surface is in vacuum. We con-
sidered all the nonequivalent electron transfers in one half
of the hematite slab, i.e., in the first four layers. Due to the
orientation of the surface, the nominally basal plane trans-
fer can either occur within a surface layer or between two
surface layers, as indicated by the atoms labeled ‘B’ and
‘C‘ in Fig. 3. These electron transfers will be referred to
as the intra- and inter-layer basal plane transfers, respec-
tively. The c direction transfer, however, can only occur be-
tween two iron atoms of the same surface layer (atoms
labeled ‘A’ in Fig. 3). Therefore, three different electron
transfers can occur at the (012) surface.

We first carried out a 300 ps MD simulation of the mod-
el slab to allow it to come to mechanical equilibrium. Then,
the final configuration from this run was used as the start-
ing configuration for each value of h in the umbrella sam-
pling calculations. The simulation time was shortened to
300 ps in all the surface calculations reported in this paper.
This was necessary as these simulations are computational-
ly more expensive than the bulk calculations, especially
when the surface is in contact with a slab of water. Howev-
er, we did perform a test simulation of the intra-layer basal
transfer in the first surface layer whereby the simulation
time was increased to 1 ns for each value of h, to investigate
the effect of simulation time on the electron transfer param-
eters. The electron transfer parameters, namely the reorga-
Fig. 3. Side view of the (012) hematite surface showing the three possible
electron transfers, namely c direction (A), basal intra-layer (B), and basal
inter-layer (C) transfers. Also shown are the first eight nonequivalent iron
sites.
nization energy, the diabatic free energy of activation, and
the free energy of reaction did not change significantly. The
reorganization energy decreased from 2.20 to 2.14 eV, the
free energy increased from �0.07 to �0.03 eV, and the dia-
batic activation free energy stayed constant at 0.52 eV.
These results suggest that the simulation time can be re-
duced to 300 ps without any significant loss of accuracy.

We performed a total of 12 electron transfer calculations
at this surface (three directions in four layers). As an exam-
ple, the free energy curves obtained from the simulation of
the basal transfer in the first layer are shown in Fig. 2. The
free energy curves for this transfer are parabolic and thus
suggest that Marcus’ parabolic assumption is also valid
for electron transfers occurring at the surface. Table 2 sum-
marizes the electron transfer parameters as a function of
depth for the three directions considered. We shall now dis-
cuss each electron transfer parameter in turn. The reorga-
nization energy increases drastically for those electron
transfers that involve a terminal iron (25 and 15% for the
basal plane and c direction transfers, respectively); howev-
er, it does not significantly differ from the bulk value for all
the other electron transfers. To understand the cause of the
change in reorganization energy at the surface, we comput-
ed the iron–oxygen radial distribution function (RDF) at
several depths in the surface and also in the bulk, as shown
in Fig. 4. A RDF of the iron(II)–oxygen distances shows
that replacing an iron(III) by and iron(II) in bulk hematite
causes a large splitting of the first peak, with a distance of
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about 0.25 Å between the two maxima. This means that the
reduced iron atoms form three long and three short bonds
with oxygen atoms in their first coordination shell. It
should be noted that the Fe(III)O6 octahedra are also split
but not to the same extent (only about 0.11 Å—data not
shown). At the surface the splitting is increased to 0.35 Å
due to the first part of the peak being shifted toward small-
er distances. The minimum between the two peaks is also
shifted to the left. As the terminal irons are only fivefold
coordinated, we scaled the first peak by 6/5 in Fig. 4 for
comparison purposes. An integration of the area under-
neath the first peak yields the average coordination, n (r).
This reveals that the terminal iron atoms have one less
short bond than in the bulk (2.5 compared to 3.5) and thus
one more long bond. Hence, the terminal Fe(II)O6 octahe-
dra are not only incomplete but also differ from those in the
bulk in terms of bond length and number of bonds of each
length. This deviation from the ideal geometry of the FeO6

octahedron results in an increase of the reorganization
energy. At all other positions the iron(II)–oxygen RDF
resembles much more that of the bulk (see Fig. 4 for an
example), which explains why a rapid convergence of the
reorganization energy to its bulk value is observed.

Table 2 also shows the free energy of each electron
transfer as a function of depth in vacuum. The intra-layer
basal plane and c direction transfers take place between the
same pair of iron atoms and thus, although the two elec-
tron transfers have different activation free energies, they
should show identical free energies of reaction. The differ-
ence in free energy between these two electron transfers
gives an indication of the precision of the method, which
turns out to be less than 0.08 eV. From this table, we can
generate the free energy profile of a small polaron as a
function of depth. In addition, we can compute, from the
umbrella sampling calculations where h = 0, the average
internal energy of the system when the polaron is at each
iron site. By subtracting the two curves we can deduce an
approximate entropy change, as shown in Fig. 5, assuming
that the internal energy is a good approximation to the
enthalpy. Fig. 5 shows a maximum in free energy at the
third site. This maximum is due to a large increase in inter-
nal energy when the electron is localized at this site. We
generated the same internal energy curve from energy min-
imizations of the hematite slab for each position of the
polaron and obtained an almost identical plot. This implies
that the increase in internal energy is not due to the dynam-
ical properties of the mineral slab but rather to the atomic
relaxation in the near-surface region. Fig. 5 also shows that
there is a small overall driving force (0.13 eV) for the polar-
on to diffuse to the surface, although the third iron site rep-
resents a barrier. From sites 4 to 8, the free energy
difference is within the accuracy of the method and thus
it is believed to be converged to its bulk value. Another
interesting point is that the entropic term is small and con-
stant for each site except for site 1. At this site, the internal
energy increases and so does the entropic term, which sug-
gests that the change in internal energy caused by the
incomplete octahedra is, within the accuracy of the meth-
od, exactly compensated by the change in entropy, which
is itself most likely due to the ‘extra room’ available at
the topmost surface layer. As a consequence, there is no
driving force for the electron to go from a terminal iron
atom to an iron atom directly below. However, Table 2
also shows that the adiabatic activation free energy for
electron transfer between these two atoms is higher than
in the bulk. The activation free energy of the first inter-
layer basal transfer to site 3 is also high whereas it is slight-
ly lower than in the bulk for the intra-layer basal transfer
to site 4. The remaining electron transfers show activation
free energies similar to those in the bulk.

We then investigated the effect of water on the rate of
electron transfer at the surface. The hematite slab was
put in contact with a slab of water containing 340 water
molecules. The water slab had a thickness of about 25 Å.
We only considered molecular water in contact with this
surface as it was shown in a previous study (Kerisit
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et al., 2005) to be the most stable adsorption mode of water
on this surface when using a very a similar potential model.
However, experimental work by Henderson and coworkers
(Henderson et al., 1998; Henderson, 2002) and atomistic
simulations by Rustad and coworkers (Wasserman et al.,
1997, 1999; Rustad et al., 1999) showed strong evidence
for dissociation of water at the surface. Therefore, we
envisage to extend this work, in future studies, to the inves-
tigation of the effect of water dissociation at the (012) sur-
face on the rate of electron transfer. A 300 ps MD
simulation was carried out to let the system reach mechan-
ical equilibrium. The same 12 electron transfers were con-
sidered and Table 2 shows the electron transfer parameters
thus obtained as a function of depth. Again, as an example,
the free energy curves obtained from the simulation of the
basal transfer in the first layer are shown in Fig. 2. This fig-
ure suggests that the free energy curves are parabolic even
when the surface is in contact with an aqueous solution.
The somewhat surprising result is that water has little effect
on the reorganization energy. However, water has a signif-
icant impact on the free energy of reaction. There is now a
large driving force (about 1.1 eV) for the polaron to diffuse
from site 1 to site 2. To evaluate whether this large change
is due to the water molecules directly in contact with sur-
face iron atoms or to the presence of the entire water slab,
we carried out MD simulations of the intra-layer basal
transfer in the first surface layer with a single monolayer
of water adsorbed on the surface. A water molecule was
adsorbed above each surface oxygen and iron atom for a
total of 48 water molecules on each face of the slab. Again,
a 300 ps MD simulation was performed to bring the system
to mechanical equilibrium. The results were almost identi-
cal to the solution case. The reorganization energy was
found to be 2.13 eV, the adiabatic activation free energy
0.11 eV, and the free energy of reaction �1.06 eV. This cal-
culation suggests that the large change in free energy is
mostly due to those water molecules in direct contact with
the iron atoms involved in the electron transfer. Therefore,
although moving the polaron from site 1 to site 2 increases
the internal energy of the mineral slab due to a decrease in
the number of iron(III)–lattice oxygen interactions, the
large difference in binding energies with water between iro-
n(II) and iron(III) more than compensates for this. In addi-
tion, we can see from Table 2 that the adiabatic activation
free energy is considerably reduced from about 0.50 to
0.10 eV for both electron transfers in the first layer. Final-
ly, water helps to stabilize site 3 and thus the magnitude of
the activation free energy for electron transfers from and to
that site is reduced. In conclusion, the results shown in Ta-
ble 2 suggest that the influence of water is only significant
in the first two surface layers and is most striking where
there is direct contact with the iron atoms participating
in the electron transfer reaction.

We also performed energy minimizations of the dry and
hydrated surfaces (albeit with only one monolayer ad-
sorbed), from which we excised iron dimer clusters to com-
pute the electronic coupling matrix element. We assumed
that VAB would only differ from the bulk value for the elec-
tron transfers involving terminal iron atoms. In addition,
as explained earlier, the calculation of VAB for the c direc-
tion transfer is beyond the scope of this paper. Hence, we
computed VAB for the intra-layer basal plane transfer in
the first layer in both dry and wet conditions. In both cases,
we found VAB to be significantly smaller than for the cor-
responding bulk electron transfers. This can be explained
by the large deformation of the surface octahedra already
mentioned. As was found for the reorganization energy,
water has a limited effect on the value of VAB.

Finally, we calculated the rate of each electron transfer
for the vacuum and solution cases, as shown in Table 2.
In vacuum conditions, the basal plane transfer between
sites 1 and 2 is four orders of magnitude slower than in
the bulk, mainly due to a large reduction of the electronic
coupling but also in part due to the increase in activation
and reorganization energies. The c direction transfer be-
tween these same two sites is only reduced by about one or-
der of magnitude, however we would expect VAB to
actually be smaller and thus the difference in rate could
be greater. The first inter-layer basal transfer is also four
orders of magnitude slower than in the bulk. Although
the electronic coupling is large, and again the actual value
could be smaller, the very high diabatic activation energy
(0.63 eV) results in a significant reduction of the rate. In
the second layer, we see a slight acceleration of the rate
and deeper in the slab, from layer 3, the rate of electron
transfer is comparable to that in the bulk. When the slab
is put in contact with an aqueous solution, the rate of elec-
tron transfer in the first layer becomes two orders of mag-
nitude faster than in the bulk. The intrinsic effect of the
surface, which tends to slow down electron diffusion, is
counter-balanced by a large driving force to maximize the
number of Fe(III) at the surface. It is interesting to note
that the anisotropy seen in the bulk disappears in the first
layer. The first inter-layer basal transfer is still slower than
in the bulk but is two orders of magnitude faster that in the
vacuum case. Again, the rates in layers 3 and 4 are similar
to those observed in the bulk.

In summary, the first two surface layers show very differ-
ent electron transfer parameters than in the bulk. The
inherent effect of the surface is to slow down the electron
diffusion due to an increase in reorganization energy and
a decrease in electronic coupling. However, the presence
of water opposes that effect by reducing the activation free
energy and greatly stabilizing iron(III) at the surface, which
causes the rate for electron transfer away from the surface
to increase significantly in the first layer. Nonetheless,
water does not eliminate the energy barrier in site 3 which
constitutes a bottleneck for diffusion of the polaron into
the bulk. These results, which show a driving force to bury
the extra electron in the lattice when in solution, seem to
corroborate a recent study by Williams and Scherer
(2004), who observed, with Mössbauer spectroscopy, elec-
tron transfer between adsorbed iron(II) and iron(III) from
the iron oxide lattice. However, a calculation of the elec-



Table 3
Electron transfer parameters for electron transfer at the (001) hydroxyl-
terminated surface both in vacuum and in contact with an aqueous
solution

Layer(s) Transfer k
(eV)

VAB

(eV)
DG0

(eV)
j i DG*

(eV)
k (s�1)

In vacuum

1 Basal plane 1.95 0.184 0.08 1.00 3 0.53 9.6E+07
1–2 c direction 2.22 0.028 0.01 0.21 1 0.53 2.2E+04
2 Basal plane 1.82 0.184 0.03 1.00 3 0.29 8.4E+08
2–3 c direction 2.04 0.028 0.04 0.22 1 0.51 6.1E+04
3 Basal plane 1.75 0.184 �0.07 1.00 3 0.22 1.1E+10
3–4 c direction 1.96 0.028 �0.01 0.22 1 0.46 3.9E+05
4 Basal plane 1.73 0.184 �0.01 1.00 3 0.24 5.0E+09
4–5 c direction 1.87 0.028 0.00 0.23 1 0.44 7.5E+05

In solution

1 Basal plane 1.98 0.184 0.16 1.00 3 0.40 1.3E+07
1–2 c direction 2.25 0.028 �0.06 0.21 1 0.51 5.8E+04
2 Basal plane 1.90 0.184 0.03 1.00 3 0.31 4.2E+08
2–3 c direction 1.96 0.028 0.03 0.22 1 0.48 1.8E+05
3 Basal plane 1.72 0.184 �0.02 1.00 3 0.24 6.0E+09
3–4 c direction 1.93 0.028 0.00 0.23 1 0.45 4.4E+05
4 Basal plane 1.75 0.184 0.01 1.00 3 0.26 2.8E+09
4–5 c direction 1.90 0.028 �0.01 0.23 1 0.44 6.9E+05
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tron transfer between a Fe(II) adatom and a Fe(III) at the
surface would be required for a more direct comparison.

3.3. O(H)-terminated (001) hematite surface

Along the (001) direction, iron bi-layers alternate with
close-packed oxygen layers, and thus the (001) surface
can be terminated either by a layer of oxygen or iron
atoms. As mentioned in the Introduction, both termina-
tions have been observed experimentally and predicted the-
oretically and hence both were considered in the present
study. When generating a stoichiometric (001) surface in
vacuum, a slab with a full oxygen layer at the top surface
and a full iron bi-layer at the bottom surface is produced.
Due to the alternation of planes of opposite charges, there
is a net dipole moment perpendicular to the surface. To re-
move this dipole moment, half of the surface oxygens are
translated to the bottom of the slab (Oliver et al., 1993).
Hence, the resulting slab has no net dipole moment and
is terminated by half a layer of oxygen atoms on each face.
An X-ray photoemission study (Liu et al., 1998) showed
that a small water vapor pressure (�10�4 Torr) was suffi-
cient for the full hydroxylation of the surface to occur.
Therefore, our model (001) oxygen-terminated surface con-
sisted of 176 Fe2O3 units together with 24 dissociated water
molecules to produce a fully hydroxylated, charge-neutral
surface on each face of the slab. Fig. 6 shows one half of
the model slab. The surface area was 20.29 · 17.57 Å2

and the slab thickness was approximately 24 Å using the
topmost oxygen layer as the surface plane. Since the direc-
tion normal to the surface is the c direction, the surface
does not break the symmetry of any of the two electron
transfers studied so far. Indeed, the basal transfer occurs
exclusively within a surface layer and the c direction trans-
fer only takes place between two surface layers. This, as we
Fig. 6. Side view of the (001) hydroxyl-terminated hematite surface showing t
(B). Also shown are the first eight nonequivalent iron sites.
shall see, has important consequences for electron diffusion
into the bulk of the mineral. As previously, we allowed the
mineral slab to equilibrate in vacuum for 300 ps and we
then carried out a series of electron transfer calculations
to model the basal and c direction transfers in the first four
surface layers. The electron transfer parameters thus
obtained are summarized in Table 3 and shall now be
discussed.

As seen for the (012) surface, there is a clear increase in
reorganization energy at the surface (11 and 18% relative to
the bulk for the first basal plane and c direction transfers,
respectively). The reorganization energy then gradually
he two possible electron transfers, namely c direction (A) and basal plane



1898 S. Kerisit, K.M. Rosso 70 (2006) 1888–1903
decreases to converge to its bulk value by the third layer for
the basal plane transfer and by the fourth layer for the c

direction transfer. All the electron transfer reactions show
small free energies of reaction, often within the accuracy
of the method. Fig. 7 shows the free energy profile of a
polaron diffusing in the near-surface region generated from
the free energies in Table 3. There is only a small overall
driving force for the polaron to diffuse to the surface and
there is no significant energy barrier for diffusion to and
from the bulk. Site 1 is found to be the most energetically
favored iron site at this surface although only by 0.07 eV
relative to a bulk iron site. Although the free energies of
electron transfer are not significantly affected, the adiabatic
activation free energies are increased relative to those in the
bulk in the first two layers. Again, convergence to bulk val-
ues is obtained at the third surface layer.

The mineral slab is then put in contact with an aqueous
solution modeled by a water slab containing 355 water
molecules. The system is equilibrated for 300 ps and the
electron transfer calculations are repeated. Table 3 shows
the electron transfer parameters obtained in solution.
Water has little effect on the reorganization energy. Also,
the relative free energies of different sites are not signifi-
cantly affected except for site 1 which is stabilized relative
to the other sites. The effect of the presence of water on
the activation free energy is small except again for the first
basal transfer which shows a reduced activation free ener-
gy. This confirms what was learned from the previous sur-
face, namely that direct contact between water and the iron
site is required to observe a significant water effect.

Due to the presence of the terminal hydroxyl groups, the
topmost iron octahedra are complete and thus we would
expect the electronic coupling matrix element to be close
to that in the bulk. Hence, we used the VAB values obtained
from the bulk calculations to compute the rate of all the
electron transfers at this surface. In vacuum, the basal
transfer at the topmost surface layer shows a decrease in
rate of about two orders of magnitude (9.6 · 107 s�1).
However, this rate corresponds to an electron transfer from
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Fig. 7. Free energy profiles of a small polaron diffusing at the (001)
hydroxyl- and iron-terminated surfaces in vacuum and in contact with an
aqueous solution. The lines are provided as a guide to the eyes.
site 1 to site 2 and due to the asymmetry of this electron
transfer an electron transfer from site 2 to site 1 is calculat-
ed to occur at rate of 1.8 · 109 s�1. Therefore, the overall
polaron diffusion rate within the first surface layer is a com-
bination of these two rates, both of which are several or-
ders of magnitude higher than the first electron transfer
to the second surface layer. Indeed, the rate of the first c

direction transfer is one order of magnitude lower than in
the bulk (2.2 · 104 s�1). This suggests that electron trans-
port at the surface is anisotropic with the in-plane diffusion
being about four orders of magnitude faster than the out-
of-plane electron transfer. The presence of water does not
significantly affect the rates.

In summary, as seen with the (012) surface, the reorga-
nization energy and activation free energy increase at the
topmost layer, which results in a decrease in rate. But in
contrast to the (012) surface, because there is no direct
bonding between iron and molecular water, the effect of
water is only limited. Finally, due to the orientation of
the surface, small polarons can diffuse more readily within
a surface layer than between two surface layers and thus
the overall electron diffusion into the bulk will be slower
than at the (012) surface. This suggests that electrons will
reside longer at the surface and thus be able to diffuse over
longer lateral distances.

3.4. Fe-terminated (001) hematite surface

The (001) surface can also be cleaved through the cation
bi-layer to produce a surface terminated by 1/3 monolayer
of iron atoms over the close-packed oxygen layer, as op-
posed to 2/3 monolayer in the bulk. The model (001)
iron-terminated surface used in this study contained 192
Fe2O3 units. The surface area and slab thickness are iden-
tical to those of the hydroxyl-terminated surface. As was
the case at the hydroxyl-terminated surface, the orientation
of the surface does not break the symmetry of the two elec-
tron transfers. However, we now need to consider an addi-
tional direction for electron transfer. Indeed, from the
topmost iron atom (labeled 0 in Fig. 8), there is no possible
basal or c direction electron transfer and electron transfers
from this site to sites 1 and 2 will occur between corner-
sharing FeO6 octahedra, as shown by the atoms labeled
‘A’ in Fig. 8. This particular electron transfer was not con-
sidered in the bulk as its rate was expected to be significant-
ly slower than the two electron transfers mentioned so far,
for two reasons. First, the two iron atoms are bridged by a
single oxygen atom. The importance of bridging oxygen
atoms for high electronic coupling has been highlighted
previously (Rosso et al., 2003a; Iordanova et al., 2005;
Kerisit and Rosso, 2005). Therefore, the electronic cou-
pling is predicted to be weaker than that of the c direction
transfer, where the two centers are bridged by three oxygen
atoms. Second, the electron transfer distance is longer than
for the other two electron transfers, 3.63 Å compared to
2.99 and 2.83 Å in the basal and c direction transfers,
respectively.



Fig. 8. Side view of the (001) iron-terminated hematite surface showing the three possible electron transfers, namely corner (A), c direction (B), and basal
plane (C). Note that a corner transfer from site 0 can occur to site 1 or to site 2, shown as A1 and A2. Also shown are the first nine nonequivalent iron sites.
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Table 4 shows the electron transfer parameters obtained
at the iron-terminated surface in vacuum. The reorganiza-
tion energy for the electron transfers in the first surface
layer is reduced by about 0.2 eV compared to the same
electron transfers at the hydroxyl-terminated surface. The
electron transfers in the second layer are also affected,
whereas in the third layer the difference in reorganization
energy with the electron transfers at the hydroxyl-terminat-
ed surface and in the bulk becomes negligible. Contrary to
what was predicted at the hydroxyl-terminated surface, the
free energies of reaction are large, mainly in the first two
Table 4
Electron transfer parameters for the electron transfer at the (001) iron-
terminated surface in both vacuum and in contact with an aqueous
solution

Layer(s) Transfer k
(eV)

VAB

(eV)
DG0

(eV)
j i DG*

(eV)
k (s�1)

In vacuum

1 Corner (to 2) 1.40 0.028 1.41 0.41 3 1.38 3.4E�10
1 Corner (to 1) 1.53 0.028 1.25 0.40 3 1.23 1.1E�07
1 Basal plane 1.71 0.184 0.16 1.00 3 0.33 1.8E+08
1–2 c direction 2.06 0.028 �0.87 0.36 1 0.14 7.0E+10
2 Basal plane 1.93 0.184 0.50 1.00 3 0.58 1.1E+04
2–3 c direction 1.89 0.028 �0.15 0.37 1 0.37 1.0E+07
3 Basal plane 1.70 0.184 �0.04 1.00 3 0.22 1.1E+10
3–4 c direction 1.97 0.028 0.08 0.37 1 0.50 6.8E+04
4 Basal plane 1.75 0.184 �0.04 1.00 3 0.23 6.8E+09
4–5 c direction 1.96 0.028 �0.02 0.37 1 0.45 4.5E+05

In solution

1 Corner (to 1) 1.62 0.028 0.88 0.39 3 0.94 9.7E�03
1 Basal plane 1.71 0.184 0.41 1.00 3 0.47 7.0E+05
1–2 c direction 2.05 0.028 �0.93 0.36 1 0.12 1.5E+11
2 Basal plane 1.76 0.184 0.29 1.00 3 0.42 5.9E+06
2–3 c direction 1.86 0.028 0.08 0.37 1 0.47 1.9E+05
3 Basal plane 1.75 0.184 �0.13 1.00 3 0.19 3.7E+10
3–4 c direction 1.92 0.028 0.07 0.37 1 0.49 1.3E+05
4 Basal plane 1.73 0.184 �0.01 1.00 3 0.24 5.0E+09
4–5 c direction 1.92 0.028 �0.03 0.37 1 0.44 7.8E+05
layers. The free energies of electron transfer from site 0
are the largest calculated so far in this study (1.41 and
1.25 eV). A corner transfer from site 0 to site 1 followed
by a basal transfer to site 2 is equivalent to a direct electron
transfer from site 0 to site 2. It is thus reassuring that our
calculations show that the free energy difference between
sites 0 and 2 is independent of the path taken. Fig. 7 shows
the free energy profile obtained by compiling all the free
energy values. The amplitude of the free energy variation
as a function of depth is much greater than that calculated
at the hydroxyl-terminated surface, although it does also
converge by the third layer. Fig. 7 displays a remarkably
large free energy barrier for the electron to diffuse in the
bulk from site 0. Sites 1 and 2 are particularly energetically
unfavorable relative to iron bulk sites. However, these sites
are accessible for direct electron transfer from an adsorbed
species, which would facilitate injection in the mineral,
effectively by-passing the large free energy barrier between
site 0 and the bulk. The adiabatic activation free energy
also shows large variations as a function of depth. For
the first time, we observe a reduction of the activation free
energy at the surface in the case of the first c direction
transfer.

The mineral slab is then put in contact with a water slab
containing 380 water molecules and is equilibrated for
300 ps. The same electron transfer calculations are repeated
except for the corner transfer to site 2 as it is expected to be
a great deal slower than that to site 1 and thus should only
play a minor role. Again, the effect of water is very similar
to what has been observed so far. The reorganization ener-
gy is not significantly affected and the free energy of reac-
tion for iron in contact with water is reduced. However,
it is worth mentioning that the corner transfer, from site
0 to site 1, shows the largest change in reorganization
energy upon hydration of all the topmost layer transfers
considered in this work and that the iron atoms at site 0
are exposed to water the most. Hence, the small effect of
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hydration could be due to the fact that the electron transfer
centers, in each electron transfer considered in the present
study, are at most only partially ‘‘embedded’’ in the liquid
phase. The reduction in free energy of reaction is not as
substantial as at the (012) surface, although the foremost
iron atom is coordinated to three water molecules. This
could be due to the water–water interactions, which would
prevent the water molecules from approaching the iron
atoms as close as at the (012) surface and thus each bond
would be weaker. Indeed, the iron–water oxygen RDF at
the (012) surface shows an average surface iron–water oxy-
gen bond distance of 1.84 Å whereas this value increases to
1.92 Å at the (001) surface.

As mentioned before, the calculation of the electronic
coupling for the ‘classically spin forbidden’ electron trans-
fer is beyond the scope of this paper, hence we used the VAB

values obtained from the bulk c direction transfer for the
corner transfer. Therefore, this clearly constitutes the upper
limit of the possible VAB values for this particular electron
transfer. In vacuum, corner electron transfers to sites 1 and
2 are extremely slow when compared to the rates calculated
so far (1.1 · 10�7 and 3.4 · 10�10 s�1). This is due to the
deep free energy well at this site, as shown in Fig. 7.
Although water stabilizes the configuration where an iro-
n(III) is at site 0, which causes the rate to increase by about
four orders of magnitude, the rate of electron transfer to-
ward the bulk is still remarkably slow (9.7 · 10�3 s�1).
The calculated rates indicate that the electron is effectively
trapped at this site. If dissolution occurs at a higher or sim-
ilar rate, we would expect the iron atoms in site 0 not to
have sufficient time to transfer their ‘extra’ electron in the
lattice and thus to dissolve as iron(II). In addition, the rate
of electron transfer in the reversed reaction, namely for an
electron in sites 1 and 2 to transfer to site 0, is calculated to
be extremely fast (about 1014 s�1). This suggests that a
polaron diffusing in the surface layer would be rapidly
trapped into site 0. These results clearly show that protu-
berant iron atoms make perfect electron traps and could
readily dissolve and increase the concentration of iron(II)
in solution. Surface defects that involve undercoordinated
iron atoms at the surface could behave similarly.

In summary, the iron-terminated surface shows a sur-
prisingly different behavior than the hydroxyl-terminated
surface. Principally, the relative free energies of the iron
sites in the first two layers are greatly affected by the sur-
face termination and thus the rates of electron transfer in
this region are changed dramatically. This shows that sur-
face features such as defects, kinks, and steps would affect
electron transfer properties of the hematite lattice in their
vicinity. However, similar characteristics are observed,
namely that the electron transfer parameters converge to
bulk values from the third surface layer and that water
has a limited effect on the reorganization energy. Electron
transfers from site 0 do not show a water effect as signifi-
cant as at the (012) surface. This can be explained by the
fact that water cannot approach site 0 as close as it can ap-
proach site 1 at the (012) surface.
4. Conclusions

We first carried out molecular dynamics simulations and
ab initio calculations to model electron transfer reactions in
bulk hematite, whereby the electron transfer occurs by II/
III valence interchange between nearest-neighbor iron
atoms. Electron transfer parameters and rate constants
were in good accord with ab initio electronic structure cal-
culations published previously. Two potential models were
evaluated and the Lewis and Catlow model was found to
give the closest agreement with Hartree-Fock calculations.

The molecular dynamics method was then successfully
applied to the simulation of electron transfer at two low-in-
dex hematite surfaces. These calculations show that, in
most cases, the reorganization energy increases by 10–
25% at the topmost surface layer, which causes the activa-
tion free energy to increase and thus the rate of electron
transfer in the near-surface region to decrease. It was
shown that, in the case of the (012) surface, the increase
in reorganization energy is due to the relaxation of the
FeO6 octahedron at the surface. In addition, we repeatedly
found that the reorganization energy converges to its bulk
value by the third surface layer down.

The large relaxation of the surface octahedra also ac-
counts for the fact that the electronic coupling is dimin-
ished at the (012) surface, in both dry and hydrated
conditions, hence causing the rate of electron transfer at
the surface to decrease further.

The effect of the presence of water in contact with the
hematite surfaces was also investigated. Our findings indi-
cate that water has little effect on the reorganization ener-
gy. However, it was found that, where there is direct
contact between water molecules and iron atoms involved
in the electron transfer reaction, water affects the free ener-
gy of reaction as well as the activation free energy to a great
extent. Water provides a driving force for the polaron to
diffuse away from the surface and toward the bulk. The ef-
fect is most pronounced when water can adsorb close to the
surface, as is the case at the (012) surface. In all the surfaces
considered here the influence of water on the electron
transfer parameters becomes negligible by the third surface
layer.

Our study also shows that there are significant differenc-
es between the surfaces considered in this work. Because of
the inherent anisotropic conductivity of the hematite lat-
tice, different surfaces will show different rates of electron
diffusion in the planes normal and parallel to the surface.
Furthermore, results obtained at the (001) surface show
that surface termination can also affect the electron transfer
properties some distance down into the surface.

Electron transfer simulations at the (001) iron-terminat-
ed surface suggest that terminal iron atoms that are strong-
ly undercoordinated can effectively act as electron traps.
This implies that surface features such as steps and etch
channels can trap electrons thus increasing the local con-
centration of iron(II) in the lattice which would result in
an enhanced dissolution rate at defects. In addition, to
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address the question formulated in the Introduction, we
have shown that, in the case of the hydroxyl-terminated
(001) surface, the in-plane electron transfer rate is three or-
ders of magnitude higher than the inter-layer rate and thus
small polarons could cover large lateral distances in the
near-surface region before diffusing in the bulk. Although
the rate of electron transfer in the first surface layer, in this
instance, is lower than in the bulk, it corresponds to a dif-
fusion coefficient of the order of a lm2 s�1 (Rosso et al.,
2003a; Iordanova et al., 2005), based on a random walk.
These two facts may explain the observations made by
Rosso et al. (2003b), who utilized hematite platelets that
were 20 lm across and exposed the basal plane. However,
further work is required to investigate electron diffusion
over longer time and length scales and to incorporate other
important factors, such as polaron–polaron interactions, in
order to construct the next generation model. Therefore, in
the future, we will use the rates of electron transfer calcu-
lated in this work to study the diffusion of electrons inject-
ed in the hematite lattice in a Kinetic Monte Carlo
simulation.
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